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Abstract: A new generation of tablet computers has stimulated end-user interest on annotating 
documents by making pen-based commentary and spoken audio labels to otherwise static 
documents. The typical application scenario for most annotation systems is to convert existing 
content to a (virtual) image, capture annotation mark-up, and to then save the annotations is a 
database. While this is often acceptable for text documents, most multimedia documents are time-
sensitive and can be dynamic: content can change often depending on the types of audio/video data 
used. Our work looks at expanding the possibilities of annotation by integrating annotations onto 
timed basis media. This paper discusses the AMBULANT Annotation Architecture. We describe 
requirements for multimedia annotations, the multimedia annotation architecture being developed 
at CWI, and initial experience from providing various classes of temporal and spatial annotation 
within the domain of medical documents..  

 
 
Introduction 
This article presents an approach to attaching multimedia commentary to multimedia documents. Such commentary 
is often called an annotation. Annotations have been the subject of much research in the past decade, mostly in the 
context of adding written or ink commentary to text documents [7],[10],[13],[15]. Unfortunately, much of the work 
on text annotation has two fundamental limitations: the underlying document model cannot accommodate media that 
is temporal rather than static and the annotation facilities have only a limited content-based relationship to the 
underlying document. 

The focus of our work is extending document annotation facilities so that comments can be associated with temporal 
documents (such as those containing audio and video media) in such a way that the annotations can be defined in the 
logical context of the underlying story.  

In the sections below, we start with a discussion of the requirements of a multimedia annotation architecture. We 
next describe the how our SMIL-based annotation approach can be applied to a class of media documents (in our 
case, medical documents containing text, audio, image and video media objects) and how we are implementing this 
functionality in the CWI Ambulant Annotator. We conclude with some directions for our future work. 

Requirements for a Multimedia Annotation System 
There have been very many approaches used to support the annotation of electronic documents. Most of these 
approaches have been targeted to special user groups (such as students or editors) and nearly all have been based on 
the mark-up of static media such as text and images. The annotations have had several goals: to provide meta-data 
that can be used for information classification [16], to provide searching/indexing facilities to support information 
retrieval [9] and to support informal and formal semantic mark-up of document content [12]. Nearly all of these 
systems define annotations as a collections of keywords, even though pen-based markup has historically been a 
more useful ways of attaching commentary to documents. 

A major step forward in the process of making annotation a first-class user-interface feature came with the broad 
introduction of Microsoft’s Tablet PC. The Tablet PC is a full-featured portable computer that can be used to 
execute any Windows or Linux application; it’s primary added-value feature is a writable display and an electronic 
pen. Early versions of the Tablet PC have approximately 1-Ghz processors and a full-color display with a resolution 
of 1028x768 pixels. Unlike PDAs like the Palm or the PocketPC, the Tablet PC is a ‘real’ computer, with a ‘real’ 
display that can be used for running a wealth of ‘real’ applications. Most Tablet PCs have wireless and fixed 
networking capabilities and 30 gigabyte disks. Some have detachable keyboards, others use a slate-model. 



Limitations of the Windows Journal Annotation System 
Early tablet computers come with a pen-annotation system developed by Microsoft under the name Windows 
Journal. The Journal’s interaction model is typical for may annotation systems that are built on a ‘virtual image’ 
model. This model takes a base document and treats it as a background layer on top of which annotations are made. 
In complex systems, it is often possible to have multiple layers of annotations, some of which can be independently 
rendered, but all of these are applied to the spatial mapping of a single instance of the source document. 
 
The limitations of the Windows Journal stem, in part, from its strict adherence to a pen-and-paper model: you mark-
up one fixed instance of a document rather than the document itself. This is a fairly common restriction in 
annotation systems, not so much because of the influence of years of suffering under irate librarians, but because the 
annotation systems are built on-top of media rendering systems and not within media rendering systems. Our work 
takes a fundamentally different approach. 
 
Required Multimedia Extensions 
The goal of our research is to produce an annotation environment for multimedia documents. Rather than using a 
virtual image model, our work seeks to capitalize on the underlying multimedia structure of a document by allowing 
annotators to add annotations to continuous and discrete media in the context of the original presentation.  
The design features for our environment are listed in the following table.  
 

Feature Description 
Support for annotations of 

continuous media 
Audio and video objects can be annotated, either in a paused state or while being 
played. 

Support for annotations on 
discrete media 

Text and image objects can be annotated in context. 

Support for out-going links Timed anchors and out-going links can be added to objects. 
Support for in-coming links Timed anchors can be added to objects for use with in-coming links. 
Support of conditional con-
tent/ presentation context 

Annotations can be conditionally included during rending depending on 
language, bandwidth or user preferences during rendering. 

Support of interactive 
annotation presentation 

Annotations can be made (and played) based on user-triggered presentation 
events 

 
All of these features are supported in the context of the streaming delivery of audio, video, text, images and 
annotations. 
 
Medical Multimedia as a Test Domain 
In order to test the facilities provided by the Ambulant Annotation Architecture, we have been working together 
with several medical media types, each of which has differentiated annotation needs. This section gives an overview 
of the annotation requirements 
 
Annotating Time-variant objects 
Figure 1 illustrates an ECG plot showing the 
output of 12 heart sensors. The types of 
annotations that are of interest for this class of 
data includes: 

• annotating each time line separately 
• annotating a group of timelines  
• adding links to other ECG plots 

 
Annotating X-Ray images 
Figure 2 illustrates a  X-ray image taken from a 
digital X-ray device. The types of annotations that are of interest for this class of data 
includes:  

• annotating a zoomed portion of an image 
• selectively displaying annotations, so as not to influence a ‘second opinion’ 
• the ability to add multi-user annotations on a single document 



• the ability to support ink and audio annotations 
 
Annotating video films 
Except for the ECG data, most of the annotations shown up to this point contain static images that may be sequenced 
over time, but which are typically evaluated in isolation. Another class of media objects is represented by video 
sequences  (see Figure 3), in which a short media object is displayed. In 
order to explore the power of video, we are investigating the following 
annotation types: 

• timed ink annotations (that is, animations) of a continuous 
media object 

• post-processed addition of audio annotations (these can’t be 
added while the video is created, as this is usually dis-
concerting to the patient) 

• the ability to annotate non-monotonic presentation paths 
though timed data (that is, run the film forward and backward 
along a local timeline, while still retaining an outer timeline 
that runs synchronously with the audio content. 

Of all of the animation types, this presents the greatest challenges. 
 
Compiling individual assets into patient dossiers 
Figure 4 shows how each of the individual media types (plus text and static images) can be combined into a 
composite patient dossier. In this dossier, each of the component media streams may have (conditional) annotations, 
but the composite of all media collections can also be annotated and manipulated. These annotations, which consist 
of adding links and incidental pen annotations, can server  a variety of 
uses: 

• patient medial history 
• a base document for external consultations 
• teaching documents for educations use 

The patient dossier is the focus of a demonstration version of the 
annotation environment described in the next section. 
 
The Ambulant Annotation System 
The Ambulant Annotation System is a layered environment for rending 
multimedia content, capturing multimedia annotations and controlling 
composite presentations of the original document and the annotations.  
 
The major components of the system are: 

• SMIL 2.0 base document: a description of the media assets 
and their spatial/temporal relationships. This is augmented 
with annotations, without corrupting the underlying media 

• set of media objects: a collection of various media objects, 
some in open formats, some closed. 

• set of annotation objects: dynamically created objects con-
sisting of text, (SVG-based) ink, audio and video. 

• annotation editor: an interface that can attach/edit anno-
tations, create new versions of the base document and extend external anchors for closed-media control. 

• multimedia annotation anchor format: a format for holding non-invasive anchors and annotation 
references. 

• the Ambulant SMIL player: a complete SMIL 2.0 player, with annotation extensions. 
 
We have worked together with a leading Dutch veterinary hospital to develop a prototype system for medical patient 
dossiers for horses.  This prototype system contains all of the core functionality of the Ambulant system. It forms a 
key portion of the demonstration component of this paper. 
 



Conclusions and Future Work 
The work presented in this paper is focused on studying temporal and structural annotations of multimedia 
documents. Unlike convention annotation systems that rely on a virtual image model, our work has tried to 
capitalize on the inherit structure of the base document for placing annotations in context — both structural and 
temporal. 
 
There are many issues that we have not addressed in this work that may provide useful extensions. The first is 
integrating annotations in some sort of semantic framework [9],[12]. While many text-based approaches to semantic 
labelling provide a selection and specification overhead that make them incompatible with the run-time annotation 
of multimedia, there is a clear need to be able to find and reuse annotations long after the annotation has been 
completed. 
 
Another area that we have explicitly not addressed is the development of collaborative interfaces for multi-party 
annotations. While we do current allow multiple annotators to extend a base document (and we provide a facility for 
selectively exposing/hiding any single annotator’s comments), we are have not studied mechanisms to support true 
collaborative work. Adding such as facility would enhance the architecture considerably. 
 
We have also restricted our initial work to the annotation of documents where a visual component is essential. We 
intend to integrate this work in the annotation of documents that may need to be transformed to meet the constraints 
of various physical delivery platforms (such as mobile phones, or non-pen-based computers). We also expect that 
various application domains (such as video editing [8] or scholarly study in the context of digital libraries [15]) will 
introduce particular needs that will motivate future extensions to our architecture and interface. 
 
This work has been supported by the TOPIA-II project of the Telematica Institute in the Netherlands. 
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