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ABSTRACT

The digital economy is based on data sharing yet citizens have little control about how their personal data is being used. While data management during web and app-based use is already a challenge, as the Internet of Things (IoT) scales up, the number of devices accessing and requiring personal data will go beyond what a person can manually assess in terms of data access requests. Therefore, new approaches are needed for managing privacy preferences at scale and providing active consent around data sharing that can improve fidelity of operation in alignment with user intent. To address this challenge, we introduce a novel agent-based approach to negotiate the permission to exchange private data between users and services. Our agent negotiates based on learned preferences from actual users. To evaluate our agent-based approach, we developed an experimental tool to run on people’s own smartphones, where users were asked to share their private, real data (e.g. photos, contacts, etc) under various conditions. The agent autonomously negotiates potential agreements for the user, which they can refine by manually continuing the negotiation. The agent learns from these interactions and updates the user model in subsequent interactions. We find that the agent is able to effectively capture the preferences and negotiate on the user’s behalf but, surprisingly, does not reduce user engagement with the system. Understanding how interaction interplays with agent-based automation is a key component to successful deployment of negotiating agents in real-life settings and within the IoT context in particular.
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1. INTRODUCTION

In the digital economy, our private information is increasingly being collected, shared and sold to third parties with little user control: users are asked to consent to personal data sharing transactions by accepting privacy policies, which are almost never read, opaque, and lack any flexibility [2]. In recent years, an improved permission model has been introduced in smartphone apps, where users are able to permit access to certain types of data. A key challenge for this widely-adopted model, however, is a persistent lack of finely-tunable permission controls and clarity about the privacy trade-offs involved [48]. Even though individual permissions can be disabled, it is not clear how this affects the service if at all.

Multi-agent systems have been proposed for automating and negotiating privacy sharing decisions to make meaningful decisions on a user’s behalf whilst minimizing the user burden (see Section 2 for a literature review). To date, this opportunity space has not been well-explored: there have been very few studies which propose practical automated negotiation solutions and none of these have been evaluated with real users using their real data. To this end, we address this gap by proposing a novel agent-based approach for negotiation of privacy permission management and by testing this approach with human participants using their actual data. This work sits within the wider agenda of privacy management that has received renewed momentum with the introduction of novel privacy laws (such as the EU’s general data protection regulation, GDPR [15]), requiring greater transparency and user empowerment, and with opportunities for multi-agent systems to provide technological solutions.

In more detail, we design a novel negotiation strategy that makes optimal offers on behalf of the user with respect to the user’s inferred utility function. A specific contribution here is the way in which the user’s utility function is derived. Specifically, we first assess a user’s privacy type by posing three key questions on privacy-awareness and then model the decisions made by this type (of users) from a separate baseline study. Finally, we establish a user preference model by computing a solution bounded by a set of linear inequalities that leads to a minimal number of constraint violations.

In addition, we introduce a novel alternating-offers, multi-issue negotiation protocol with costly quoting, in which users can propose partial offers (specifying values for some issues), and the service provider responds by proposing complete counter offers. We argue that such a protocol: 1) is more suitable for this domain, 2) allows for more collaborative exploration of the negotiation space to find mutually beneficial agreements, and 3) avoids distributive negotiation on single issues such as price. Using this protocol, the agent employs its strategy to negotiate autonomously on the user’s
behave. In a subsequent phase, the agent presents a potential agreement which the user can accept or manually override and continue the negotiation in order to further improve the offer.

To evaluate our approach, we develop an experimental tool which is installed on a user’s smartphone, allowing them to negotiate the sharing of data from their own mobile phone (e.g., contacts, messages, etc.). In the scenario studied here, all of the value to the user from granting access to data is represented as a monetary reward, as an abstraction of the trade-off (usually in the form of a price discount) that accurately reflects real-world data exchanges. To be clear, the tool itself provides no service other than this reward, which aligns with our purpose to separate the issue of sharing information for the purpose of functionality, and for other uses such as targeted advertising. This allows us to study agent-supported negotiation with a higher degree of precision compared to previous studies, since our setup allows a clear trade-off between monetary reward and data stored on a personal phone.

The results of this agent-based negotiation approach are compared to a setting in which the user manually engages in a negotiation. From the user studies we find that the agent can accurately negotiate privacy decisions on behalf of the user without adversely affecting other key measures, such as privacy violations and user satisfaction. Surprisingly, however, the agent does not reduce the user bother. We discuss the implications of this for designing agent-based systems for privacy negotiations.

The remainder of the paper is structured as follows. In Section 2 we discuss related approaches. In Section 3 we introduce the negotiation framework and Section 4 presents the agent. Then follows the design of our experimental tool and how the agent learns from previous interactions is discussed in Section 5. The experimental setup and results are presented in Sections 6 and 7. Finally, Section 8 concludes and discusses avenues for future work.

2. RELATED WORK

Various techniques have been used in privacy and permission negotiations, including rules-based reasoning [47], game theory [59], question answer based profiling [20], direct user interaction [5], and learning through historical negotiations [25]. Table 1 summarizes the main privacy and trust negotiation approaches. These negotiations are conducted between consumers (e.g., web users) and service providers (e.g., web services). Ontologies are also commonly used to model privacy requirements, especially in more recent work [23, 24, 47] and to measure the privacy sensitivity of different pieces of data based on relationships to each other [23].

A notable milestone in online user privacy modeling and management is the Platform for Privacy Preferences (P3P), developed and recommended by the W3C. P3P is an XML mark-up language that allows websites to declare their intended use of information they collect about web browser users. The P3P Preference Exchange Language (APPEL) allows users to express their preferences, which can then be used by an agent to make semi-automated decisions regarding the acceptability of machine-readable privacy policies from P3P enabled Web sites. However, P3P/APPEL support did not get implemented widely due to lack of interest and use. Moreover, P3P is designed as a way to express privacy preferences but not as a negotiation framework. To address this, Bennicke and Langendorfer [11] extended P3P/APPEL to include negotiation capabilities. In the negotiation process, they identify two main categories of user’s privacy requirements: optional and mandatory demands, which mirrors our negotiation protocol with partial and complete offers. Similarly, a classification of four such categories has been proposed by Kalyani and Adams [25], which can be assigned different weights so they can be effectively used in any preference-based negotiation process such as ours, using a linear additive utility model.

To address the lack of negotiability of privacy, researchers have proposed different types of semi- and fully-automated privacy negotiation approaches. The inherent properties of multi-agent systems, such as intelligence and autonomy, make them an ideal intermediate for privacy negotiation between self-interested individuals. Existing works in this area utilize multi-agent systems to explore various aspects of privacy negotiation, ranging from information disclosure, secure data transfer to storage and trusted third party computation [49]. An agent can reveal its information based on policies, social relationships (disclosure based on trust and intimacy) and privacy-utility tradeoffs. Examples of such works using multi-agent systems include [28] and [50], which propose negotiation mechanisms to resolve policy conflicts among agents. Similarly, [30] and [60] propose mechanisms where users define their modular expected utility cost as a function of their private information. Our work falls into the privacy-utility tradeoff category, where an explicit model of the tradeoff governs each agent’s interaction with other agents in a given multi-agent system.

Our model of negotiation is an extension of the alternating offers protocol [36, 44] with partial offers (consistent with other negotiation models of partial offers, e.g. [43]) and, on top of that, costly completions. One of the main advantages of this approach is that an abundance of agents have been formulated for the alternating offers protocol [7, 13, 17, 18, 21, 26, 29, 58] which could be easily adapted to our model. Another approach is the model in [11], which consists of a negotiation process that includes five possible variants of settling an agreement. In most negotiation processes, these steps can be seen with minor differences [14, 25, 54, 59]. For example, Preibusch [42] has also proposed a privacy negotiation mechanism based on P3P, which allows multiple simultaneous offers to select from, instead of an alternating negotiation process.

A different strand of relevant work concerns the classification of privacy preferences. One classification identifies four types of users based on their privacy expectations [1, 46]: privacy fundamentalists, profile averse, identity concerned, and marginally concerned. Westin [57] has identified three similar main user types based on their attitudes and concerns about privacy: fundamentalists, pragmatists, and unconcerned (from most to least protective of their privacy). In this research, we have adopted Westin’s classification as it can be determined by an efficient three-question survey.

3. NEGOTIATION MODEL

The interaction between the agent and the service provider is governed by a negotiation protocol, which we first motivate and then introduce below.

3.1 A Permission Negotiation Protocol

We propose a novel variant of the well-known multi-issue alternating offer protocol [36, 44], in which offers are exchanged between two parties that specify values for each of the negotiable issues (in this case permissions). In our protocol, partial offers are submitted by the proposer (in this case the user or agent) specifying the requirements for only a subset of important issues. The responder (in this case the service provider) is then able to submit a complete counter offer based on the proposed offer. The proposer can either accept the complete offer or submit a new partial one. It can also break off the negotiation. Our premise is that, before the negotiation takes place, the service provider prescribes which additional issues make up a complete offer. This makes sure essential issues are under the service provider’s control (e.g. price, core functionality), and the service provider can thus always ‘price out’ any undesired
For example, if the negotiable issues \( I = \Omega \) and the negotiation domain is specified by \( V \), then an example agreement in the set of all possible agreements/complete offers is \( \Omega \). Continuing our notation, the service provider can complete or partially complete the possible contract by proposing a price. Other examples include negotiating mortgages and broadband packages.

An advantage of this approach is that it prevents competitive, zero-sum negotiations on isolated issues (such as price), and instead promotes mutually beneficial deals. Moreover, the protocol allows users to focus on issues that are important to them and leave out less relevant issues, or issues for which users find it difficult to determine a precise value and are more naturally determined by the counter party. This is especially important in negotiating privacy permissions, because the benefits of privacy protection are often uncertain and intangible [3] and, as a result, users find it difficult to express the exact willingness to pay for revealing certain information. It is easier for consumers to decide, through relative comparisons, which of the complete offers they prefer in order to assess the value of protecting their privacy [52]. In this way, users can easily explore the set of possible agreements, while the service provider, provided with information about monetizing the data (e.g. through advertising), has the ability to exercise the final say and to calculate the value of a given combination of permissions.

### 3.2 Formal Negotiation Process

Fig. 1 shows an overview of the negotiation process. Formally, the negotiation domain is specified by \( m \) issues \( I = \{1, \ldots, m\} \) and a corresponding sets of possible values \( V_1, \ldots, V_m \). Then \( \Omega = \Pi_{i \in I} V_i \) is the set of all possible agreements/complete offers. For example, if the negotiable issues \( I = \{1, \ldots, 4\} \) correspond to \(<\text{Shared data}, \text{Purpose of sharing}, \text{Retention policy}, \text{Price discount}>\), then an example agreement in \( \Omega \) is \(<\text{GPS location}, \text{Targeted ads}, \text{Shared with third parties only}, \$0.20>\).

The user or agent can propose a partial offer \( o \) over a subset \( S \subseteq I \) of the negotiable issues; i.e., a value assignment \( o \in \Omega | S = \Pi_{i \in S} V_i \). Upon receiving a partial offer \( o \) over the subset \( S \), the service provider can complete or partially complete offer \( F(o) \in \Omega \) by supplying the value to the missing issues which we call a quote. That is, if we write \( S = \{s_1, \ldots, s_k\} \), then the service returns a complete offer \( F(o) \), such that \( o_i = F(o)_{s_i} \) for all \( 1 \leq i \leq k \). Continuing our example, the agent might not be aware of all privacy policy possibilities provided by the service and expect the service to supply values for \text{Retention policy} \text{ and Price discount} \) by not having these issues included in \( S \).

We assume that past quotes remain valid. Therefore, as the negotiation proceeds, the quotes received generate a growing set \( Q \subseteq \Omega \) of possible outcomes that the agent can agree to. The negotiation ends when the agent either accepts a deal \( q \in Q \) or actively ends the negotiation by signaling a break off.

In addition, we assume that every time the agent requests a quote, this incurs a cost \( C \). This represents the service costs levied on the agent to process the request. The reasons for introducing these costs are twofold. First, this ensures that the agent does not simply explore all possible combinations, which is not realistic in many applications where time and quoting is costly. Second, and related to the first issue, it allows the service provider to gain surplus from the transaction by not revealing its complete cost structure [53].

### 4. THE NEGOTIATING AGENT

During negotiation the agent needs to determine, at any point in time, which of the partial offers, if any, to propose to the service, or which of the received quotes to accept. This is further complicated by the incrementally costly nature of the negotiation protocol: whether or not to make a new offer depends on the quoting cost, the expectation about future offers, and the attractiveness of the quotes received so far. To this end, we formulate a negotiation strategy that is optimal (with respect to expected utility according to the

---

**Table 1: Summary of related work.**

<table>
<thead>
<tr>
<th>Model</th>
<th>Highlights of negotiation aspect</th>
</tr>
</thead>
</table>

![Figure 1: A depiction of the privacy negotiation process. Agent makes partial offers \( o_i \in \Omega | S \), and after every proposal, Service responds with a completed offer \( F(o) \in \Omega \), incurring cost \( C \). When the agent is satisfied with one of the possible agreements \( o_i \), it is communicated to the service, and a deal is reached.](image-url)
agent’s preference model), and which can engage with the service and specify when to end the negotiation process.

### 4.1 Calculating the Utility of an Offer

The agent’s preferences are encoded by a value function \( v: \Omega \rightarrow [0, 1] \) that maps every outcome to a utility value in the interval \([0, 1]\). Note that this function is only defined for full offers. Given this, if negotiation ends after requesting \( n \) quotes, the resulting utility is given by:

\[
U(q, n) = \begin{cases} 
  v(q) - nC & \text{if } q \in Q \text{ is accepted,} \\
  r - nC & \text{if no agreement is reached.} 
\end{cases} 
\]  

(1)

where \( r \in [0, 1] \) is the reserve value of not reaching an agreement.

To simplify the learning task of the agent, in our experiments we will make the common assumption that the agent’s utility function \( v \) is linearly additive \([27]\). That is, the utility \( v(\omega) \) of an outcome \( \omega = (\omega_1, \ldots, \omega_m) \in \Omega \) can be computed as a weighted sum from evaluation functions \( e_i(\omega_i) \) as follows:

\[
v(\omega) = \sum_{i=1}^{m} w_i \cdot e_i(\omega_i),
\]  

(2)

where \( e_i(\omega_i) \) determines the value of the offer for the particular issue \( i \), and \( w_i \) is the corresponding weight. The weights normalized such that \( \sum w_i = 1 \). In Section 5.2 we introduce an approach for deriving these weights based on the user’s previous interactions.

### 4.2 Opponent Model

Now, to evaluate partial offers \( o \in \Omega_Q \), we assume that, in addition to the user’s utility function, the agent has a model of the likelihood of the completed counter offer it receives from the service. This depends on the negotiation strategy used by the opponent. In this paper we abstract away from modeling the actual strategy and, instead, assume that the probability of a complete offer given a partial offer \( o \) is given by a stochastic variable \( X_o \) with a cumulative distribution function (c.d.f.) \( G_o(x) \), and we assume this function is known by the agent.

Using the previous example, if the agent makes a partial offer \(<\text{GPS location}, \text{Targeted ads}, \text{Shared with third parties only}>\), then \( G_o(x) \) would be the c.d.f. of the Price discount. Such a model could be constructed from prior knowledge or previous interactions with the service and can be based on the relative likelihood of the counter-proposal from the service (for an overview, see \([8, 9]\)).

From this we can then derive the expected value of a partial offer. Specifically, we let \( Y_o = v(X_o) \sim [0, 1] \) denote the stochastic variable describing the valuation, with corresponding c.d.f. \( H_o(y) \). Given this, the expected value is 

\[
E[v(o)] = \int_{0}^{1} yH_o(y)dy.
\]

### 4.3 An Optimal Quoting Strategy

The agent’s aim is to propose quotes with a high probability of a satisfactory completion without incurring high quoting costs. More formally, the aim is to find an optimal series of quotes that maximize the expectation over utility \( U(q, n) \) w.r.t. \( G \), using a minimal number of quoting requests, \( n \). We use the approach from \([6]\) to find the optimal quoting strategy which, as shown in \([6]\), can be mapped onto a variant of the so-called Pandora’s problem \([56]\) (a search problem involving boxes that contain a stochastic reward).

Specifically, each partial offer \( o \in \Omega_Q \) can be regarded as a closed box with stochastic reward \( X_o \) that can be opened at cost \( C \), while every quote \( q \in Q \) together with the break-off value can be represented by an open box with known reward (i.e., \( v(q) \) and \( r \) respectively). As a consequence of Pandora’s Rule \([56]\) we can, for every partial offer \( o \in \Omega_Q \), assign an index \( z_o \), satisfying

\[
\int_{z_o}^{\infty} (y - z) dH_o(y) = C
\]  

(3)

that fully specifies when to propose it; namely, when it has the highest index in \( \Omega_Q \) and exceeds the value of the quotes in \( Q \) so far. This procedure provides the agent with the following strategy:

**Optimal Quoting Strategy.** Propose a partial offer \( o \in \Omega_Q \) with the highest index \( z_o \) (as defined by eq. (3)) if it is higher than

\[\max_{q\in Q} v(q), r\].

Otherwise, if \( v(q) \) has the highest value for some \( q \in Q \), offer \( q \) as the agreement. Otherwise, \( r \) is the highest value, and the agent should break off the negotiation.

### 5. NEGOTIATING PERMISSIONS

To evaluate the negotiation protocol and the agent with real users and their actual personal data, we created a tool in the form of an Android app. Using this tool, both the agent and the user can negotiate permissions to access data on the user’s mobile phone, in return for a monetary reward. We deliberately omit any other app functionality to avoid any personal preference towards the service and to focus on privacy preferences. Hence, the app’s main function is to negotiate and collect user data. In what follows we first describe the tool and how the app interacts with the user, and then we explain how the agent derives the user’s preferences (utility function) from previous interactions.

#### 5.1 Interaction Design

The agent initially negotiates on the user’s behalf using the approach detailed in Section 4. Once this is completed (i.e. Pandora’s algorithm terminates), the user is presented with the best offer through a default setting screen (see Figure 2a), which shows the permissions and corresponding reward in the form of points (which directly translate into a monetary reward as explained in Section 6). The user can then accept this offer, or continue to negotiate manually by changing the settings and pressing Quote. This will send the partial offer to the service provider, who will complete the offer by responding with a specific number of points. Users can request multiple quotes and a quoting cost is levied for each request. In addition, a user can freely access previously received offers by pressing Prev and Next. Users can also choose not to share any data by setting all permissions to Don’t Share in which case the reward is set to zero which can be accepted without pressing Quote.

Once a user accepts, the app randomly collects some data points from each shared data type. The user is then presented with a review screen (Figure 2b), which shows exactly what data is shared and asks the user to retrospectively express whether they are Happy...
However, as this data stems from human interaction, and since the problem quickly becomes over-constrained, we find that these inequalities are typically not consistent. Therefore, we cannot simply use standard linear constraint solvers. To address this, instead, we find a solution that best satisfies the constraints following the techniques described in [40]. Specifically, we determine the weights \( w^* \) that minimize the least squares norm:

\[
    w^* = \arg \min \| (A w - b)_+ \|^2_w,
\]

where \((A w - b)_+\) is the vector whose \(i\)th component equals \(\max\{0,(A w - b)_i\}\).

6. EVALUATION

To test our agent in a real privacy sensitive situation, we conducted a lab study in which we asked participants to select permissions that give access to personal data on their smartphones. In an effort to make the experiments as realistic as possible, we analyze users’ responses to exposing their personal privacy-sensitive information available through their own phone, combined with real monetary incentives to share their private data online.

Our main goal is to explore whether the negotiation agent we described above can effectively and understandably perform permission negotiations on behalf of a user. In particular, the agent’s aim is not to persuade or influence the user’s decision making, but to select and follow a quoting strategy that is accurate; i.e., close to the user’s wishes.

6.1 Experimental Design

The agent negotiates in the background and then presents the agreement to the user, enabling the user to override the decision if necessary (i.e., called flexible autonomy, which other studies have shown to be important [4]). It is important to note that the user is not aware of (and is not told about) the agent and simply perceives the outcome of the negotiation as a default setting. Such default settings as a design tool have been well studied [55]. This provides the ultimate litmus test for the effectiveness of the agent. To evaluate this, we introduced an additional treatment where the default settings are chosen randomly, and compared this to the treatment with the agents. In what follows we refer to these two designs as the Random and Agent designs respectively.

We employed a between-participants design in which the participants were divided between the Random and the Agent treatment. We maximized direct comparability between the groups through a matched subjects design with exactly the same number of privacy types in both treatments (as explained in more detail in Section 6.5). In addition, we tested 8 different negotiation scenarios (detailed below in Section 6.4) in which we varied the number of points that the user would receive. All users participated in each scenario, enabling the agent to learn from previous interactions.

6.2 Participants

We recruited 66 participants (20 female and 46 male) from the university, targeting student groups through invitation flyers and social media outreach. Participants were undergraduate, masters or PhD students from a variety of disciplines (e.g., Engineering, Languages, Business and Management, Law, Health and Social Sciences, and Geography). Their age ranged from 17 to 35 (Mean: 21.3, SD: 3.4).

6.3 Permissions

We focused on the five most often used permissions (as ranked by [34]) that can be acquired and mined from users’ smartphones.
These are: access to all Contacts, Messages, Apps, Photos, and Browsing history stored on the smartphone (as detailed in Figure 2a). Whenever access is granted, three randomly-selected, unique data points from each data type are collected after each negotiation scenario. The five permissions result in 32 \(2^5\) possible partial offers in \(\Omega\). We set the quoting cost \(C\) to 10 points, while no sharing results in no reward, and so that the reserve value is \(r = 0\).

### 6.4 Reward Scenarios and Opponent Strategy

To explore varying reward levels, each participant engaged in 8 negotiations with different scenarios with a low, medium and high maximum reward of 25, 50, and 100 points respectively (every 100 points corresponds to £1). For any partial offer \(o\), the stochastic completion \(X_o\) is defined by the possible offers offered by the opponent, thereby inducing \(Y_o\) and the corresponding c.d.f. \(H\) (see Section 4.2). Depending on the number of enabled permissions \(N\) and the maximum reward \(M \in \{25, 50, 100\}\), the opponent completed the quote by offering a uniformly random number of points between \(\min(0, M(N-1)/5)\) and \(M \cdot N/5\). This approach ensures that share more permissions will result in higher reward. We used a balanced Latin square design to determine the order of the scenarios to cancel out interaction effects. The full details of the scenarios are available separately (see Acknowledgement).

### 6.5 User Privacy Types

We derived each user’s initial privacy type from a 3-question survey designed by Westin [57] that measures attitudes and concerns about privacy. The privacy type classifies the user into three categories, which, from most to least protective of their privacy are: Fundamentalists, Pragmatists, and Unconcerned.

However, it is well known that people’s declared attitudes towards privacy have a limited effect on their actual behavior (this phenomenon is called the privacy paradox). Indeed, consistent with other works, we found little predictive value from Westin’s categorization into the three canonical privacy type [16]. Therefore, we only use the reported type to mitigate the cold start problem of the first scenario. After that, we use a variant of Westin’s three classes based on behavior, in which we classify the participants by their sharing actions. Specifically, after every scenario, we count the number of items that were shared without regret. Users are classified as Behavioral Fundamentalists if this amounts to less than 33% of the total, Behavioral Pragmatists between 33%-66%, and Behavioral Unconcerned otherwise. For example: suppose a user has just entered scenario number 4 and has so far shared 2 text messages and 3 photos out of 15 possible items. Assuming the user regretted sharing both text messages, their score would be \(\frac{5 \cdot 2}{15} = 20\%\) and hence they would be assigned the privacy profile associated with Behavioral Fundamentalists.

### 6.6 The Agent

The agent uses the optimal quoting strategy described in Section 4.3 to select an optimal default setting for the user while minimizing cost. Note that the agent is not aware of any of the quotes before they are requested; it makes its decision based solely on the user’s behavioral privacy type and its stochastic utility model.

To establish the priors of its utility model, the agent classified all users in the Random treatment (sample size: 33) according to their privacy type and learned the weights of each permission for each type of user using the techniques described in Section 5.2. In this way, the permission weights of the user utility model are learned offline, but the user classification into a privacy type is performed online, using the technique described in the previous section.

### 6.7 Procedure

Each experiment started with a set of instructions explaining the features of the app and the experiment procedure. Specifically, participants were informed that they will receive a cash payment at the end, based on their total points, and that the more data they share, the more points they gain. It was emphasized that any data they shared would be made publically accessible on a website.

Participants installed the app from Google’s Play Store and entered basic demographics data (e.g., age, gender and department), together with answers to the three-question privacy survey from Westin to derive the participant’s reported privacy type. Once the participants were assigned to an experimental condition, the actual study started, in which participants were required to make permission decisions and review the shared data alternately for eight rounds (Figure 3).

We collected both quantitative and qualitative data through a number of techniques. User interactions with the app were automatically recorded by measuring the following dependent variables throughout the experiment: the number of quotes and changes to the default settings that participants made in each scenario, the average time taken to complete the scenarios, and the final reward received by participants. Afterwards, participants were asked to complete a post experimental questionnaire for measuring users’ experience with the app and their sensitivity about sharing each type of data. We also administered a NASA Task Load Index (NASA-TLX) assessment [19] for evaluating the workload perceived by users in the course of the experiment.

We conducted exit interviews with 11 participants, who were selected based on their privacy attitudes and patterns in their interactions with the app, such as those who often (or seldom) made changes to the default settings. The interviews were audio-recorded, and later partially transcribed based on key questions that aimed to clarify their actions during the sessions.

At the end of the study, participants received a reward in cash, varying between £5 and £10, based on the number of points that they earned in the eight scenarios.

### 7. RESULTS

During our experiments, participants shared 3090 units of data (e.g., contacts or text messages) sampled from their smartphones, out of a total of 343709 available items. Our participant pool consisted of 15% Fundamentalists, 79% Pragmatists, and 6% Unconcerned (reported type), which is broadly consistent with the overall American public [31]. We present our analysis below.
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0.7 Agent Accuracy

We calculated the accuracy of the agent’s choices by comparing the number of changes that the users made to the default settings for sharing each data type in each scenario. Figure 4 shows that in all scenarios except the first one (when the agent is still relying on Westin’s reported privacy type), the users made less changes to the default settings in the Agent treatment. In the following rounds, the agent’s choices for the default settings were significantly more accurate at accommodating the users’ privacy preferences than the randomly assigned default settings (one-tailed t-test, p=0.013).

Our experimental setup, in which participants were not aware of the agent, allows us to be confident that this accuracy is the result of correctly predicting preference, rather than a tendency of participants to “go along with” suggestions that they know are made by an agent. Although we detect some bias resulting from the defaults, this is apparent in both conditions. This is because the Random treatment serves as a fair base case, as any default bias influ-

Figure 4: Accuracy of the default setting in random and agent treatments in each scenario.

<table>
<thead>
<tr>
<th></th>
<th>Contacts</th>
<th>Messages</th>
<th>Apps</th>
<th>Photos</th>
<th>Browser</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>r</td>
<td>-0.79</td>
<td>-0.78</td>
<td>-0.43</td>
<td>-0.72</td>
</tr>
<tr>
<td></td>
<td>p</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>0.012</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Agent</td>
<td>r</td>
<td>-0.39</td>
<td>-0.76</td>
<td>-0.45</td>
<td>-0.73</td>
</tr>
<tr>
<td></td>
<td>p</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
</tbody>
</table>

Table 2: Results of correlation analysis between reported sensitivity and actual sharing behavior

7.1 User Understanding

It was important that participants acted based on genuine privacy concerns, and so we informally assessed participant understanding of the study methodology and the app itself by asking them to explain the purpose of the points, and what would happen to the data that we collected. We checked whether participants believed our claim that the data they shared would be published, and if they understood the link between the number of points that they were awarded and the amount of money that they would receive.

All of the interviewed participants consistently explained, in their own words, the link between points and final payment. Participants’ reluctance to share data despite the tangible reward for doing so, coupled with their responses to the questions in the interview phase suggest that the scenario was successful in creating a genuine belief that their decision to share would have real privacy implications.

7.2 Agent Accuracy

We wanted to see if participants had noticed – or expected – the presence of an agent in the experiment. We asked them whether the default settings in each scenario were similar to their preferences, and whether they felt the defaults had improved during the experiment. None said they noticed increasing accuracy during the session, and they typically felt that the chosen defaults were of mixed accuracy, for instance P133 who said:

“On one, photos was preselected and the points were a lot higher, so I assumed that meant that photos were worth more.”

Others reported that the defaults led to them making mistakes, suggesting (for instance) that in some rounds they had forgotten to alter some of the settings before accepting the quote.

We wanted to see if participants had noticed – or expected – the presence of an agent in the experiment. We asked them whether the default settings in each scenario were similar to their preferences, and whether they felt the defaults had improved during the experiment. None said they noticed increasing accuracy during the session, and they typically felt that the chosen defaults were of mixed accuracy, for instance P133 who said:

"They [the defaults] were not too different to my preferences ... but they were very varied and changed every time."

It was apparent during the interviews that participants did not infer the existence of a learning process within the app, but that they were uncertain about the provenance of the defaults. Although some, such as P133, did express a belief that the defaults might somehow be linked to the value of the data. This was not restricted to those participants in the agent condition (where this was relationship was true) - P133 was themselves a participant in the manual negotiation condition, where the defaults were not linked to payoff.

7.3 User Behavior and Experience

We found that the agent does not introduce any new biases to user behavior or changes in user experience, which suggests that the agent was successful in inconspicuously assisting the user in picking the right options. Our overall workload evaluation through NASA-TLX Raw did not reveal any significantly different results for the random and agent-suggested default settings on key workload indicators such as mental demand, temporal demand, performance, frustration level, effort, and overall time taken. Furthermore, the users of agent-suggested settings earned an amount of points (and hence, received an amount of money) that was not sig-
ificant difference from the random setting users.

We were at first surprised to see no less overall workload for the agent treatment, but some reflection on the design principles of the agent helps to understand this. Due to our setup that provides overriding control to the user, the negotiation is far from fully au-
tomated: users are unaware of the agent and still tend to check and amend every proposed setting. We anticipate very different results in a fully automated setting (see also our discussion in Section 8).
ences, might in effect stifle exploration and reflection. Conceptually, a "perfect" agent, given the user’s own uncertainty about their preferences, might in effect stifle exploration and reflection. Conceptually, an agent can accurately automate privacy decisions on human user behalf in line with normal user behavior, while learning from feedback during a review phase. Moreover, our interaction design leaves control fully into the hands of the user by allowing them to override the agent decision—an important feature in a privacy setting with invariably sensitive personal data.

Similarly, the sharing percentages for every permission and retrospective feelings (happy/regret) were comparable in both treatments, and aligned with their preferences. Figure 5 shows the overall sharing choices that the users made during the experiment. In both cases, users were least concerned about sharing their browsing history, while photos were shared the least. Figure 6 displays the medians of the all users’ reported sensitivity for each data type. When we compare the reported sensitivity of each data type with users’ sharing decisions depicted in Figure 5, we can clearly see that the behavior of the users in both groups are aligned with their privacy preferences. Using the correlation between participants’ choices and preferences through the Pearson’s correlation coefficient (r), we obtain a negative correlation for all data types from the users of both treatments (see Table 2). The correlations are mostly very strong except for browser and apps, which indicates that users were generally able to act out their wishes in both treatments.

The only notable difference in user behavior induced by the agent is in the number of quotes requested. In the agent treatment, users made 223 quotes throughout the experiment (M=6.75, SD=2.16), while the random treatment users quoted 194 times in total (M=5.87, SD=3.13). The qualitative interview results with respect to the defaults suggest that defaults provide a means of prompting exploration of offers that the user had not previously considered. Importantly, participants did not necessarily regret the decisions that had been influenced by the defaults, and this seems to be an important finding in itself. There is perhaps a risk that a highly “accurate” agent, given the user’s own uncertainty about their preferences, might in effect stifle exploration and reflection. Conceptually, this is similar to filter bubble effect [38] observed on social media, whereby users are disproportionately exposed to views that they already agree with. Except that, in this case, users are only presented with defaults that match their existing behavior. This may be coined the ‘padded room effect’, in which mechanisms intended to decrease discomfort or improve safety, actually prevent exploration and inhibit potentially beneficial preference change.

8. CONCLUSIONS AND FUTURE WORK

In an ever more connected world, there is a pressing need for automating privacy negotiation that can make meaningful decisions on the user’s behalf while minimizing their burden. Our work is a first step towards agent-supported permission negotiation, with results derived from a user study using actual, private data.

We present a novel agent-based approach that is able to automatically negotiate between users and services, while optimally balancing between agreement utility and the sum of incurred quoting costs. We show through a proof-of-concept interaction design that an agent can accurately automate privacy decisions on human user behalf in line with normal user behavior, while learning from feedback during a review phase. Moreover, our interaction design leaves control fully into the hands of the user by allowing them to override the agent decision—an important feature in a privacy setting with invariably sensitive personal data.

In particular, our results show that the deals negotiated by the agents are more accurate than our baseline in that the resulting agreements are better aligned with the user’s actual preferences. Although the agent’s deployment does not result in less effort from the user, we hypothesize this is partly a consequence of its unobtrusive design (i.e. users were unaware of the agent). Our hypothesis is that, if the user is made aware of an agent working on their behalf and builds trust over time, the user will be inclined to concede more autonomy. Also, it might be important for the agent to articulate why it has reached a particular decision—for instance that the payoff for sharing a particular data type was very low.

These results provide useful insights and lessons for the design of effective agents for automated consenting decisions and point to several avenues of future work. In particular, while the proposed agent is quite general, our experimental setting is limited to reasoning about data types. Other issues that need to be considered during negotiation are, for example, the recipient, retention period, purpose, quality, and privacy risks. In addition, we noticed from the interviews that when expressing regret, users often did so for specific data points (e.g. specific contacts or photos). Therefore, it is clear that a model based on permissions alone is too coarse to accurately capture the privacy preferences. Combining a semi-autonomous agent with a more meaningful classification of data (perhaps using signals such as location, time of day, and relation to other people) is another avenue that warrants further exploration.

Finally, the agent’s user model was based on three privacy types. A more personalized model, derived from e.g. apps installed on the phone and other indicators, could increase the accuracy of the deal negotiated by the agent even further.
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