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A B S T R A C T

Three movers for the orbit integration of charged particles in a given electromagnetic field are analyzed and compared in cylindrical geometry. The classic Boris mover, which is of leap-frog type with position and velocities staggered by half time step, is connected to a second order Strang operator splitting integrator. In general the Boris mover is about 20% faster than the Strang splitting mover without sacrificing much in terms of accuracy. Furthermore, the Boris mover is second order accurate only for a very specific choice of the initial half step needed by the algorithm to get started. Unlike the case in Cartesian geometry, where any initial half step which is at least first order accurate does not compromise the second order accuracy of the method, in cylindrical geometry any attempt to use a more accurate initial half step does in fact decrease the accuracy of the scheme to first order. Through the connection with the Strang operator splitting integrator, this counter-intuitive behavior is explained by the fact that the error in the half step velocities of the Boris mover is proportional to the time step of the simulation.

For the case of a uniform and static magnetic field, we discuss the leap-frog cyclotronic mover, cylindrical analogue of the cyclotronic mover of Ref. [L. Patacchini and I. Hutchinson, J. Comput. Phys. 228 (7), 2009], where the step involving acceleration due to inertial forces is combined with the acceleration due to the magnetic part of the Lorentz force. The advantage of a cyclotronic mover is that the gyration of a charged particle in a magnetic field is treated analytically and therefore only the dynamics associated with the electric field needs to be resolved.

© 2013 Elsevier Inc. All rights reserved.

1. Introduction

Particle-In-Cell (PIC) simulations are unarguably the most popular tool to study the microscopic evolution of a plasma [1,2]. In PIC, a number of computational particles (also called macroparticles or superparticles, each representing a large number of actual particles of the physical system under consideration) move through a computational grid where the field equations are solved. It is the interplay between the grid and the macroparticles that makes PIC an efficient method: the complexity of the algorithm scales linearly with the number of macroparticles (which is much bigger than the number of grid points), as opposed to the quadratic scaling typical of molecular dynamics or N-body methods [2].

From this premise, it is clear that the particle mover is a critical component of any PIC simulation, as it is typically the most time consuming part of the algorithm. As a figure of merit, nowadays explicit electromagnetic PIC simulations with about a trillion particles moved for several ten thousands time steps are becoming doable on modern supercomputers [3]. Therefore it is obvious that fast and accurate methods to simulate the particle orbit are mandatory.
Among the various explicit particle orbit integrators that have been proposed to simulate the motion of charged particles in an electromagnetic field, the Boris mover [4] is perhaps the most widely used. As discussed for instance in Ref. [5], one of the reasons for such popularity stems from the fact that the algorithm is relatively easy to implement and retains second order accuracy with only one force evaluation per time step. Other methods such as the second order Runge–Kutta method [6] require two force evaluations per time step. A second reason involves the fact that the Boris mover is time reversible, which means that in certain limits numerical errors on the conservation of certain quantities (for instance energy or angular momentum) are bounded [7]. A third reason is that the algorithm readily extends to the relativistic case.

The focus of this paper is on the analysis of movers in cylindrical geometry, in which inertial forces have to be accounted for in addition to the electromagnetic force. We limit the discussion to movers that are (1) explicit (since the target application is PIC, which typically employs an explicit particle mover), (2) time reversible (since this property is typically associated with error bounds), and (3) second order accurate. The latter is again typical in PIC, and it is a reasonable trade-off between accuracy and speed. We put a strong emphasis on the cylindrical Boris mover, which is applied for instance in Refs. [8–12]. This is a leap-frog type algorithm, where positions and velocities of the particles are staggered in time by \( \Delta t/2 \) (with \( \Delta t \) the time step of the simulation). Unlike its Cartesian analogue, where at each step of the algorithm only one variable (position or velocity) is updated and the other variable remains fixed, in the cylindrical Boris mover the position update also involves a velocity update. This step corresponds to an exact update of the particle position and velocity under the action of inertial forces only. Furthermore, we show that the cylindrical Boris mover can be connected to a symmetrized, second order Strang operator splitting method [13] which alternates two half steps with acceleration due to the electromagnetic force and one full step with acceleration due to the inertial forces. For the case where a finite magnetic field is present, the Boris mover and the Strang mover are not the same, but they are both second order accurate methods. We have compared both methods on test particle simulations and concluded that the Boris method is about 20% faster without sacrificing much in terms of accuracy. We have also analyzed the choice of the initial half step needed by the Boris algorithm to get started and its influence on the overall accuracy of the scheme. While in Cartesian geometry one can choose any initial half step that is at least first order accurate without compromising the second order accuracy of the method, in cylindrical geometry this is possible for only one choice of the initial step. Therefore, attempts to start the algorithm with a more accurate initial step do decrease the accuracy of the algorithm to first order. This counter-intuitive behavior is due to the fact that in cylindrical geometry the half step velocities of the Boris method have errors proportional to \( \Delta t \).

For the case of a uniform and static magnetic field, the steps of the Boris method can be rearranged differently by combining the update due to the inertial forces with the update due to the magnetic part of the Lorentz force. This gives rise to the cylindrical leap-frog cyclotronic mover, analogue of the cyclotronic mover presented in Ref. [5] in Cartesian geometry, which is second order accurate, symplectic and time reversible. It treats the gyration motion of a particle in a magnetic field analytically, and therefore one only needs to resolve the dynamics associated with the electromagnetic field. The application with a uniform and static magnetic field is relevant to electrostatic PIC simulations of the charging and shielding of objects in a magnetized plasma [14–16]. In this case the cyclotronic mover can be a considerable advantage for strongly magnetized plasmas, since it relaxes the time step constraint imposed by the particle motion perpendicular to the magnetic field [5].

The paper is organized as follows. In Section 2 we describe the Boris algorithm in Cartesian and cylindrical geometry for a charged particle moving in a given electromagnetic field, while in Section 3 we study its accuracy in time, also considering the influence of the initial step needed by the algorithm to get started. In Section 4, we introduce a second order Strang operator splitting method to solve for the particle dynamics and show how this can be connected to the Boris algorithm. This analysis also highlights how the initial half step in the Boris mover needs to be chosen carefully for the method to be second order accurate. In Section 5 we perform some numerical simulations on particle motion in a given electromagnetic field that confirm numerically the theoretical findings. In Section 6, we analyze the case of a uniform and static magnetic field and derive the cylindrical analogue of the cyclotronic mover presented in Ref. [5]. Conclusions are drawn in Section 7.

2. The Boris mover

We study the motion of charged particles in a given electromagnetic field, according to Newton’s equations:

\[
\frac{d\mathbf{x}}{dt} = \mathbf{v}, \quad (1)
\]

\[
\frac{m d\mathbf{v}}{dt} = q[\mathbf{E}(\mathbf{x}) + \mathbf{v} \times \mathbf{B}(\mathbf{x})], \quad (2)
\]

where \( \mathbf{x} (\mathbf{v}) \) is the position (velocity) of the particle with mass \( m \) and charge \( q \), while \( \mathbf{E} (\mathbf{B}) \) is the given electric (magnetic) field.

As we have argued in the introduction, the Boris mover [4] is probably the most widely used algorithm for the numerical integration of Eqs. (1) and (2). We briefly describe the algorithm in this section, focusing on its application to Cartesian geometry, and on its modification in cylindrical geometry.
2.1. Cartesian geometry

In Boris’ algorithm, position and velocities of the particles are staggered in time, shifted by $\Delta t/2$. Thus, the Boris mover is a leap-frog type algorithm [1]. Specifically, velocities are at time $t = t^n + 1/2 = (n + 1/2)\Delta t$ (labeled in the following with superscript $n + 1/2$), while positions are at time $t = t^n = n\Delta t$ (labeled with superscript $n$).

For the momentum equation update from $n - 1/2$ to $n + 1/2$, the algorithm separates completely the electric and magnetic part of the Lorentz force and consists of the following three steps:

1. Perform a half step update (time step $\Delta t/2$) with acceleration due to the electric field only:
   \[ v^{-} = v^{n-1/2} + \frac{q}{m} E(x^n) \frac{\Delta t}{2} \]  
   (3)

2. Perform a full step rotation (time step $\Delta t$) due to the magnetic field:
   \[ v' = v^{-} + \frac{2 f_{n,\Delta t}^{n}}{1 + (f_{n,\Delta t}^{n})^2} \times B(x^n), \]
   (4)
   \[ v^+ = v^{-} + f_{n,\Delta t}^{n} \times B(x^n), \]
   (5)
   with
   \[ f_{n,\Delta t}^{n} = \tan\left(\frac{\Delta t}{2} |B(x^n)|\right) \]
   (6)

3. Perform a half step update (time step $\Delta t/2$) with acceleration only due to the electric field:
   \[ v^{n+1/2} = v^+ + \frac{q}{m} E(x^n) \frac{\Delta t}{2}. \]  
   (7)

Once the velocity update is completed, the position can be updated straightforwardly by
   \[ x^{n+1} = x^n + v^{n+1/2} \Delta t. \]  
   (8)

This algorithm is second order accurate and time reversible [1], but is in general not symplectic. Of course, as for any leap-frog algorithm, the accuracy also depends on the choice of the initial step that needs to be provided to relate the (known) particle position and velocity at time $t = 0$ to the velocity $v^{-1/2}$ (or $v^{1/2}$) that the algorithm needs to get started.

2.2. Cylindrical geometry

We now discuss the application of the Boris algorithm to cylindrical geometry. First, we recall the coordinate transformation from Cartesian $(x, y, z)$ to cylindrical $(r, \theta, z)$ geometry:
   \[ x = r \cos \theta, \]
   \[ y = r \sin \theta, \]
   \[ z = z, \]  
   (9)
and the fact that now the equation of motion of a particle must account for the inertial forces $F_{in}$ that are associated with such transformation:
   \[ m \frac{dv}{dt} = q(E + v \times B) + F_{in}. \]  
   (10)
In components, we have
   \[ \frac{dr}{dt} = v_r, \]  
   (11)
   \[ \frac{d\theta}{dt} = \frac{v_\theta}{r}, \]  
   (12)
   \[ \frac{dz}{dt} = v_z, \]  
   (13)
   \[ m \frac{dv_r}{dt} = q(E_r + v_\theta B_z - v_z B_\theta) + m \frac{v_r^2}{r}, \]  
   (14)
   \[ m \frac{dv_\theta}{dt} = q(E_\theta - v_r B_z + v_z B_r) - m \frac{v_r v_\theta}{r}, \]  
   (15)
   \[ m \frac{dv_z}{dt} = q(E_z + v_r B_\theta - v_\theta B_r), \]  
   (16)
Fig. 1. The change of reference frame of a particle in cylindrical geometry due to its motion: the new velocities are given by Eqs. (21) and (22).

and clearly $\mathbf{F}_m = (m v_r^2, -m v_r v_\theta, 0)$. Eqs. (11)–(16) immediately reveal a singularity at $r = 0$ when a particle has finite angular momentum, and the potential for numerical problems there. However, Boris [4] proposed an algorithm that completely bypasses this problem by taking advantage of the Cartesian to cylindrical coordinate transformation. In essence, the momentum equation update remains the same as described in Section 2.1, with the obvious substitution of $x, y$ with $r, \theta$ and, most important, without including inertial forces. For the position update, the idea is to advance the particle position in Cartesian geometry and then calculate the new $r$ and $\theta$ coordinates. More specifically, one defines

$$x^{n+1} = x^n + \frac{v_r^{n+1/2} + v_r^{n+1/2}}{2} \Delta t,$$

$$y^{n+1} = y^n + \frac{v_\theta^{n+1/2} + v_\theta^{n+1/2}}{2} \Delta t,$$

(17) to obtain the new coordinates

$$r^{n+1} = \sqrt{(x^{n+1})^2 + (y^{n+1})^2},$$

(19)

$$\theta^{n+1} = \theta^n + \alpha.$$

(20)

In Eqs. (17) and (18) we have used the $\ast$ notation to indicate the velocities at time $n + 1/2$ obtained from the momentum update of Section 2.1. Clearly, the particle velocity must now be adjusted to account for the new reference frame pointing to the new particle position. See Fig. 1. This is a simple rotation:

$$v_r^{n+1/2} = \cos \alpha v_r^{n+1/2} + \sin \alpha v_\theta^{n+1/2},$$

(21)

$$v_\theta^{n+1/2} = -\sin \alpha v_r^{n+1/2} + \cos \alpha v_\theta^{n+1/2},$$

(22)

where the angle $\alpha$ in Eqs. (20), (21) and (22) is defined by

$$\sin \alpha = \frac{y^n + 1}{r^n + 1},$$

(23)

$$\cos \alpha = \frac{x^n + 1}{r^n + 1}.$$  

(24)

We note that transformations (23) and (24) are well defined only if $r^{n+1} \neq 0$. The case $r^{n+1} = 0$ corresponds to a particle that stops on axis, and one can set $\cos \alpha = 1$ and $\sin \alpha = 0$ to impose that the momentum of that particle is purely radial [4].

An important point to consider is that in Cartesian geometry each step of the algorithm updates one variable (position or velocity) while the other variable (velocity or position) remains fixed. This is not the case in cylindrical geometry, where the position update also involves an update of the velocity.

The Boris mover in cylindrical geometry is time reversible, but in general not symplectic. In the literature, it is reported as second order accurate due to time centering [1,4]. However, this is true only for a particular choice of the initial step that relates $v^{-1/2}$ to the particle position and velocity at time $t = 0$, unlike the case of Cartesian geometry where any choice of the initial step that is at least first order accurate is sufficient for the overall scheme to maintain second order accuracy. This is proven analytically and numerically in the next sections.
3. Accuracy in time of the Boris mover: comparing Cartesian and cylindrical geometries

For simplicity, we specialize the discussion of this section to the case without magnetic field, $\mathbf{B} = 0$. The case with magnetic field is conceptually similar; it only involves lengthier algebra but the conclusions remain the same. However, in Section 5 we will perform numerical simulations that include a finite magnetic field.

3.1. Cartesian geometry

For the sake of the discussion, it is instructive to recall some basic and well established facts about the case of Cartesian geometry. For simplicity we focus on a one-dimensional example and note that without a magnetic field the Boris mover reduces to the classic leap-frog scheme [1]. The equation for the velocity at time $t^{n+1/2}$ can be written as

$$\frac{v^{n+1/2} - v^{n-1/2}}{\Delta t} = \frac{q}{m} E(x^n). \quad (25)$$

If one expands the velocities in Eq. (25) around $t^n$,

$$v_{n+1/2} = v^n \pm \dot{v}^n \frac{\Delta t}{2} + \ddot{v}^n \frac{\Delta t^2}{8} + O(\Delta t^3), \quad (26)$$

where $\dot{v}^n = \frac{dv}{dt} |_{t=t^n}$, and substitutes Eq. (26) into Eq. (25), the second order accuracy of the scheme is recovered:

$$\dot{v}^n = \frac{q}{m} E(x^n) + O(\Delta t^2). \quad (27)$$

In this analysis we have taken advantage of the fact that the velocities are known at $n+1/2$ times and have analyzed the scheme at $n$ where position is defined. We could have easily expanded the equations at $n+1/2$, defining $v^n = (v^{n+1/2} + v^{n-1/2})/2$, still recovering second order accuracy. Similarly, the same analysis can be trivially conducted on the position part of the scheme.

Since positions and velocities are staggered in time, a second important point relates to the choice of the first step of the algorithm. At time $t = 0$ position and velocity of the particle are known, $x^0$ and $v^0$, and one has to construct for instance $v^{-1/2}$ before the leap-frog algorithm can be applied. Let us then analyze the accuracy of the algorithm at $t = 0$. It is easy to construct the first two updates of the algorithm

$$v^{1/2} = v^{-1/2} + \frac{q}{m} E(x^0) \Delta t,$$

$$x^1 = x^0 + v^{1/2} \Delta t = x^0 + v^{-1/2} \Delta t + \frac{q}{m} E(x^0) \Delta t^2,$$

$$v^{3/2} = v^{1/2} + \frac{q}{m} E(x^1) \Delta t = v^{-1/2} + \frac{q}{m} [E(x^0) + E(x^1)] \Delta t,$$

$$x^2 = x^1 + v^{3/2} \Delta t = x^0 + 2v^{-1/2} \Delta t + \frac{q}{m} [2E(x^0) + E(x^1)] \Delta t^2. \quad (28)$$

Clearly, one can obtain an analytic expression for $v^{n+1/2}$ which stems from the model equations we are trying to solve numerically. That is:

$$v^{n+1/2} = v^0 + \dot{v}^0 (n + \frac{1}{2}) \Delta t + \ddot{v}^0 (n + \frac{1}{2})^2 \Delta t^2 + O(\Delta t^3)$$

$$= v^0 + \frac{q}{m} E(x^0) (n + \frac{1}{2}) \Delta t + \frac{q}{m} \frac{dE}{dx} \bigg|_0 v^0 (n + \frac{1}{2})^2 \Delta t^2 + O(\Delta t^3). \quad (29)$$

We can compare Eq. (29) to its numerical equivalent obtained by applying the steps of the algorithm. Suppose now that we choose $v^{-1/2} = v^0$ and consider for instance $v^{3/2}$. It follows from Eqs. (28) that

$$v^{3/2} = v^0 + 2 \frac{q}{m} E(x^0) \Delta t + \frac{q}{m} \frac{dE}{dx} \bigg|_0 v^0 \Delta t^2 + O(\Delta t^2). \quad (30)$$

where we have used the expansion

$$E(x^1) = E(x^0) + \frac{dE}{dx} \bigg|_0 v^0 \Delta t + O(\Delta t^2). \quad (31)$$

which compared to Eq. (29) indicates that the velocity has an error proportional to $\Delta t$. While the update in Eq. (25) remains second order accurate, the overall order of accuracy of the scheme inherits that of the initial half step, namely the scheme is only first order accurate. On the other hand, if we choose
\[ v^{-1/2} = v^0 - \frac{q}{m} E(x^0) \frac{\Delta t}{2}. \]  
(32)
then
\[ v^{3/2} = v^0 + \frac{3}{2} \frac{q}{m} E(x^0) \Delta t + \frac{q}{m} \frac{dE}{dx} \bigg|_{x^0} v^0 \Delta t^2 + O(\Delta t^3). \]  
(33)
which indicates that the error in the velocity is proportional to \( \Delta t^2 \) and so is the overall accuracy of the scheme. Choosing an even higher order approximation for \( v^{-1/2} \), for instance
\[ v^{-1/2} = v^0 - \frac{q}{m} E(x^0) \frac{\Delta t}{2} + \frac{q}{m} \frac{dE}{dx} \bigg|_{x^0} v^0 \Delta t^2 + \frac{\Delta t^3}{8} \]  
(34)
or the exact value if we already know the solution of the particle trajectory, does not really help since the update in Eq. (25) is still second order accurate and so is the overall accuracy of the scheme. This analysis reminds us that we should be careful in how we choose the initial half step to get \( v^{-1/2} \) and that the leap-frog scheme just described is second order accurate provided that the initial half step is at least first order accurate.

3.2. Cylindrical geometry

Let us now turn our attention to the Boris mover in cylindrical geometry and perform the same analysis of accuracy done above. We limit the discussion to the \((r, \theta)\) components since in cylindrical geometry the \(z\) component is unchanged. From the momentum equations update, Eqs. (3)–(7), we have
\[ v_{r}^{n+1/2} = v_{r}^{n-1/2} + \frac{q}{m} E_{r}^{n} \Delta t, \]  
(35)
\[ v_{\theta}^{n+1/2} = v_{\theta}^{n-1/2} + \frac{q}{m} E_{\theta}^{n} \Delta t, \]  
(36)
which can be substituted in Eqs. (17), (18) and (19) to obtain
\[ r^{n+1} = r^{n} + v_{r}^{n-1/2} \Delta t + \left[ \frac{q}{m} E_{r}^{n} + \frac{(v_{r}^{n-1/2})^2}{2r^{n}} \right] \Delta t^2 + O(\Delta t^3). \]  
(37)
In Eq. (37) we have used the Taylor expansion \( \sqrt{1+x} = 1 + x/2 - x^2/8 + \cdots \). From this, we can compute
\[ \frac{x^{n+1}}{r^{n+1}} = 1 - \frac{(v_{\theta}^{n-1/2})^2}{2(r^{n})^2} \Delta t^2 + O(\Delta t^3), \]  
(38)
\[ \frac{\dot{v}_{r}^{n+1}}{\dot{v}_{r}^{n+1}} = \frac{v_{r}^{n-1/2}}{r^{n}} \Delta t + \left[ \frac{q}{m} E_{r}^{n} - \frac{v_{r}^{n-1/2} v_{\theta}^{n-1/2}}{(r^{n})^2} \right] \Delta t^2 + O(\Delta t^3), \]  
(39)
where we have used the Taylor expansion \( \sqrt{1+x} = 1 - x + x^2 + \cdots \). From Eqs. (35), (36), (38) and (39), we can calculate the new velocity at time \( n+1/2 \) by using Eqs. (21) and (22). It follows that
\[ \frac{v_{r}^{n+1/2} - v_{r}^{n-1/2}}{\Delta t} = \frac{q}{m} E_{r}^{n} + \frac{(v_{\theta}^{n-1/2})^2}{r^{n}} + \left[ \frac{q}{m} E_{\theta}^{n} v_{\theta}^{n-1/2} \right] - \frac{3}{2} \frac{v_{r}^{n-1/2} v_{\theta}^{n-1/2}}{(r^{n})^2} \Delta t + O(\Delta t^2), \]  
(40)
\[ \frac{v_{\theta}^{n+1/2} - v_{\theta}^{n-1/2}}{\Delta t} = \frac{q}{m} E_{\theta}^{n} - \frac{v_{r}^{n-1/2} v_{\theta}^{n-1/2}}{r^{n}} - \left[ \frac{q}{m} E_{\theta}^{n} v_{\theta}^{n-1/2} \right] - \frac{3}{2} \frac{v_{r}^{n-1/2} v_{\theta}^{n-1/2}}{(r^{n})^2} \Delta t + O(\Delta t^2). \]  
(41)
We now expand the new velocities relative to the time step \( t_{n} \):
\[ v_{r}^{n+1/2} = v_{r}^{n} \pm v_{r}^{n} \frac{\Delta t}{2} + \frac{\Delta t^2}{8} + O(\Delta t^3) \]  
(42)
and similarly for \( v_{\theta} \). In Eq. (42), \( \frac{\partial v_{\theta}}{\partial t} = \frac{\partial v_{\theta}}{\partial x} \mid_{x=x_{n}} \). Substitution of Eq. (42) (and its equivalent for \( v_{\theta} \)) into Eqs. (40) and (41) leads, after some further algebraic manipulations, to
\[ \frac{v_{r}^{n+1/2}}{r^{n}} = \frac{q}{m} E_{r}^{n} \frac{(v_{r}^{n})^2}{r^{n}} + \left[ \frac{q}{m} E_{\theta}^{n} v_{r}^{n} \right] - \frac{1}{2} \frac{v_{r}^{n} (v_{r}^{n})^2}{r^{n}} \Delta t + O(\Delta t^2) \]  
(43)
and
\[
\left(1 - \frac{v_n^\theta}{2r^n} \Delta t\right) \dot{v}_n^\theta = \frac{q}{m} E_n^\theta - \frac{v_n^\theta v_n^r}{r^n} - \left[ \frac{q}{m} E_n^r v_n^r + \frac{q}{m} E_n^\theta v_n^\theta - \frac{(v_n^\theta)^2 v_n^\theta}{(r^n)^2} \right] \Delta t + O(\Delta t^2). \tag{44}
\]

Furthermore, Eq. (37) can be further manipulated in similar ways to obtain
\[
v_n^{\theta + 1/2} = v_n^{\theta + 1/2} - \frac{(v_n^{\theta + 1/2})^2}{2r_n^{\theta + 1/2}} \Delta t + O(\Delta t^2). \tag{45}
\]

The comparison of Eqs. (11), (14) and (15) with Eqs. (43), (44) and (45) seems to indicate that the Boris numerical algorithm in cylindrical geometry is only first order accurate in time. If this was indeed the case, it would contradict what is reported in the literature [1,4], where the method is claimed to be second order accurate in time. In the next section, we will present an explanation of this apparent puzzle.

4. The Boris mover and its connection with a symmetrized Strang operator splitting method

In order to provide a solution to the puzzle that was presented in Section 3, we start by considering a different method of solution for Eqs. (1) and (2), known as the symmetrized Strang operator splitting algorithm [13]. For an initial value problem of the form
\[
\frac{d\mathbf{u}}{dt} = \mathcal{L} (\mathbf{u}) = \mathcal{L}_1 (\mathbf{u}) + \mathcal{L}_2 (\mathbf{u}),
\]
with initial condition \( \mathbf{u}(t = 0) = \mathbf{u}_0 \), for a given time step the algorithm is as follows:

1. Solve
\[
\frac{d\mathbf{u}^*}{dt} = \mathcal{L}_1 (\mathbf{u}^*)
\]
from \( t^n \) to \( t^{n+1/2} \) with initial condition \( \mathbf{u}^*(t^n) = \mathbf{u}^n \).

2. Solve
\[
\frac{d\mathbf{u}^{**}}{dt} = \mathcal{L}_2 (\mathbf{u}^{**})
\]
from \( t^n \) to \( t^{n+1} \) with initial condition \( \mathbf{u}^{**}(t^n) = \mathbf{u}^*(t^{n+1/2}) \).

3. Solve
\[
\frac{d\mathbf{u}}{dt} = \mathcal{L}_1 (\mathbf{u})
\]
from \( t^{n+1/2} \) to \( t^{n+1} \) with initial condition \( \mathbf{u}(t^{n+1/2}) = \mathbf{u}^{**}(t^{n+1}) \). The solution sought is \( \mathbf{u}(t^{n+1}) = \mathbf{u}^{n+1} \).

We note that this scheme is second order accurate in time [13]. With reference to Eqs. (11)–(16), we have \( \mathbf{u} = [r, \theta, z, v_r, v_\theta, v_z]^T \). An important point to note is that the symmetrized Strang orbit integrator scheme is not of leap-frog type like the Boris mover: particle velocities and positions are now collocated in time.

Let us choose the splitting operators as
\[
\mathcal{L}_1 (\mathbf{u}) = \frac{q}{m} (0, 0, 0, E_r + v_\theta B_z - v_z B_\theta, E_\theta - v_r B_z + v_z B_r, E_z + v_r B_\theta - v_\theta B_r)^T
\]
and
\[
\mathcal{L}_2 (\mathbf{u}) = \begin{bmatrix}
vr, & v_\theta r, & v_\theta v_\theta r/2 - v_r v_\theta r/2, & 0
\end{bmatrix}^T.
\]

That is, the first and last half steps of the Strang splitting algorithm solve for the motion of a particle under the action of the electromagnetic force only, while the intermediate step involves only the inertial forces.

From the perspective of the numerical implementation, it is important to realize that the step of the algorithm involving inertial forces can be completed exactly. In fact, in this case, performing the integration from initial conditions \( \mathbf{x}^0 \) and \( \mathbf{v}^{0*} \), the conservation of angular momentum gives
\[
v_\theta (t) = \frac{r^n v_\theta^{n*}}{r(t)}, \tag{52}
\]
while the conservation of (kinetic) energy, together with Eqs. (11) and (52) gives
\[
r(t) = \sqrt{(r^n)^2 + 2r^n v^n_{\theta} t + \left[ \left(v^n_{\theta}^{*}\right)^2 + \left(v^n_{\theta}^{*}\right)^2 \right] t^2}. \tag{53}
\]
Eqs. (52) and (53) can be used to solve Eq. (14) (with \( E = B = 0 \)) to obtain
\[
\begin{align*}
v_r(t) &= \frac{r^n v_{r}^{n+*} + [(v_r^{n+*})^2 + (v_{\theta}^{n+*})^2] t}{r}.
\end{align*}
\] (54)

Similarly, Eq. (12) leads to
\[
\begin{align*}
\theta &= \theta^n + \tan\left(\frac{r^n v_{\theta}^{n+*} + [(v_{r}^{n+*})^2 + (v_{\theta}^{n+*})^2] t}{r^n v_{\theta}^{n}}\right)
\quad - \tan\left(\frac{v_{r}^{n+*}}{v_{\theta}^{n+*}}\right),
\end{align*}
\] (55)

where we have used the property that \( \tan(\alpha - \beta) = \tan\frac{\alpha - \beta}{1 + \alpha \beta} \). Eqs. (13) and (16) (with \( E = B = 0 \)) trivially lead to
\[
\begin{align*}
z(t) &= z^n + v_z^{n+*} t, \\
v_z(t) &= v_z^{n+*}.
\end{align*}
\] (56) (57)

Moreover, since the first and last half steps involve only the electromagnetic force, we can reuse the momentum update of the Boris mover.

The Strang operator splitting mover for a given time step corresponding to operators (50) and (51) is summarized as follows:

1. Half step update (time step \( \Delta t/2 \)) of the velocities with acceleration due to the electromagnetic force only:
\[
\begin{align*}
v^{-} &= v^n + \frac{q}{m} E(x^n) \frac{\Delta t}{4}, \\
v^{+} &= v^{-} + f^{n, \Delta t/2} v^{-} \times B(x^n), \\
v^{n+*} &= v^{+} + \frac{2 f^{n, \Delta t/2}}{1 + (f^{n, \Delta t/2})^2 B^2} v^{+} \times B(x^n).
\end{align*}
\] (58) (59) (60)

2. Full step update (time step \( \Delta t \)) of position and velocities, with acceleration due to inertial forces only:
\[
\begin{align*}
r^{n+1} &= \sqrt{r^n}^2 + 2 m v_{r}^{n+*} \Delta t + [(v_{r}^{n+*})^2 + (v_{\theta}^{n+*})^2] \Delta t^2, \\
\theta^{n+1} &= \theta^n + \tan\left(\frac{v_{\theta}^{n+*} \Delta t}{r^n + v_{r}^{n+*} \Delta t}\right), \\
z^{n+1} &= z^n + v_z^{n+*} \Delta t, \\
v_{r}^{n+*} &= \frac{r^n v_{r}^{n+*} + [(v_{r}^{n+*})^2 + (v_{\theta}^{n+*})^2] \Delta t}{r^n+1}, \\
v_{\theta}^{n+*} &= \frac{r^n v_{\theta}^{n+*}}{r^n+1}, \\
v_z^{n+*} &= v_z^{n+*}.
\end{align*}
\] (62) (63) (64) (65) (66) (67)

3. Half step update (time step \( \Delta t/2 \)) of the velocities with acceleration due to the electromagnetic force only:
\[
\begin{align*}
v^{-} &= v^{n+*} + \frac{q}{m} E(x^{n+1}) \frac{\Delta t}{4}, \\
v^{+} &= v^{-} + f^{n+1, \Delta t/2} v^{-} \times B(x^{n+1}), \\
v^{n+1} &= v^{+} + \frac{2 f^{n+1, \Delta t/2}}{1 + (f^{n+1, \Delta t/2})^2 B^2} v^{+} \times B(x^{n+1}).
\end{align*}
\] (68) (69) (70) (71)

It is important to note that, apart from the different notation, Eqs. (19), (20), (21), and (22) and Eqs. (62), (63), (65), and (66) are exactly the same, since the coordinate transformation in the Boris mover in cylindrical geometry is nothing but an exact step in which position and velocity of the particle are updated with the inertial forces only.
We note that the Strang algorithm given by Eqs. (58)–(71) is second order accurate, time reversible, but in general not symplectic.

We now show that two consecutive half steps of the Strang operator splitting algorithm given by Eqs. (58)–(71) can be combined in a single full step without reducing the order of accuracy of the scheme. Let us start from the case without magnetic field. Performing the steps of the algorithm starting from \( \mathbf{v}^{n+*} \), it is easy to see that

\[
\mathbf{v}^{n+1} = \mathbf{v}^{n+*} + \frac{q}{m} \mathbf{E}(\mathbf{x}^{n+1}) \frac{\Delta t}{2},
\]

\[
\mathbf{v}^{n+1*} = \mathbf{v}^{n+1} + \frac{q}{m} \mathbf{E}(\mathbf{x}^{n+1}) \frac{\Delta t}{2} = \mathbf{v}^{n+*} + \frac{q}{m} \mathbf{E}(\mathbf{x}^{n+1}) \Delta t.
\]

(72)

That is, we can combine the last half step of the algorithm at time \( t^n \) with the first half step at time \( t^{n+1} \) in a single, exact full step with time step \( \Delta t \). Let us now turn to the case of a finite magnetic field, which for simplicity we consider in the \( z \) direction (the proof works just as well in three dimensions). Combining the various steps of the Boris momentum update, one obtains to third order in \( \Delta t \)

\[
\mathbf{v}^{n+1} = \mathbf{v}^{n+*} + \frac{q}{2m} (E^{n+1}_r + v^{n+*}_r B^{n+1}_z) \Delta t + \frac{1}{8 m^2} B^{n+1}_z (E^{n+1}_r - v^{n+*}_r B^{n+1}_z) \Delta t^2 + \frac{1}{96 m^3} (B^{n+1}_z)^2 \left[ -3 E^{n+1}_r + [(B^{n+1}_z)^2 - 3] v^{n+*}_r B^{n+1}_z \right] \Delta t^3 + O(\Delta t^4),
\]

(73)

\[
\mathbf{v}^{n+1} = \mathbf{v}^{n+*} + \frac{q}{2m} (E^{n+1}_\theta - v^{n+*}_r B^{n+1}_z) \Delta t - \frac{1}{8 m^2} B^{n+1}_z (E^{n+1}_r + v^{n+*}_r B^{n+1}_z) \Delta t^2 - \frac{1}{96 m^3} (B^{n+1}_z)^2 \left[ 3 E^{n+1}_\theta + [(B^{n+1}_z)^2 - 3] v^{n+*}_r B^{n+1}_z \right] \Delta t^3 + O(\Delta t^4),
\]

(74)

\[
\mathbf{v}^{n+1} = \mathbf{v}^{n+*} + \frac{q}{m} E^{n+1}_z \frac{\Delta t}{2},
\]

(75)

and

\[
\mathbf{v}^{n+1} = \mathbf{v}^{n+*} + \frac{q}{m} (E^{n+1}_r + v^{n+*}_r B^{n+1}_z) \Delta t + \frac{1}{2 m^2} B^{n+1}_z (E^{n+1}_r - v^{n+*}_r B^{n+1}_z) \Delta t^2 + \frac{1}{48 m^3} (B^{n+1}_z)^2 \left[ -9 E^{n+1}_r + [(B^{n+1}_z)^2 - 9] v^{n+*}_r B^{n+1}_z \right] \Delta t^3 + O(\Delta t^4),
\]

(76)

\[
\mathbf{v}^{n+1} = \mathbf{v}^{n+*} + \frac{q}{m} (E^{n+1}_\theta - v^{n+*}_r B^{n+1}_z) \Delta t - \frac{1}{2 m^2} B^{n+1}_z (E^{n+1}_r + v^{n+*}_r B^{n+1}_z) \Delta t^2 - \frac{1}{48 m^3} (B^{n+1}_z)^2 \left[ 9 E^{n+1}_\theta + [(B^{n+1}_z)^2 - 9] v^{n+*}_r B^{n+1}_z \right] \Delta t^3 + O(\Delta t^4),
\]

(77)

\[
\mathbf{v}^{n+1} = \mathbf{v}^{n+*} + \frac{q}{m} E^{n+1}_z \frac{\Delta t}{2}.
\]

(78)

If one compares Eqs. (76)–(78) with the equivalent expression obtained with a single \( \Delta t \) step starting from \( \mathbf{v}^{n+*} \) [which correspond to Eqs. (73)–(75) in which \( \Delta t \to 2\Delta t \)], it is easy to see that, in the case where the magnetic field is present, two consecutive half steps with \( \Delta t/2 \) are not exactly equivalent to a single full step with \( \Delta t \) starting from \( \mathbf{v}^{n+*} \). However, the important point is that the error between these two procedures is proportional to \( \Delta t^3 \). In other words, for the case with magnetic field, if one decides to substitute the two consecutive half steps with a single full step, the resulting method would still be second order accurate, although it would be different from the symmetrized Strang operator splitting method discussed in this section. This ‘new’ algorithm can be more computationally efficient than the symmetrized Strang operator splitting technique described above, since it involves only two steps instead of three and only one force evaluation. This also implies that the algorithm is now formally staggered in time with position and auxiliary velocities that are spaced by a half time step. In fact, it is clear that this ‘new’ algorithm is nothing but the Boris algorithm in cylindrical geometry described in Section 2.2, which can therefore be interpreted as a Strang operator splitting algorithm that alternates a step with motion due to inertial forces with two half steps combined into a single step where the particle acceleration is due to the Lorentz force.

We note that we could have exchanged the operators (50) and (51) to obtain a different Strang splitting mover alternating half steps with acceleration due to the inertial forces with a full step with acceleration due to the electromagnetic force. Similarly to what discussed above, the two half steps could be combined into a single full step to give rise to a different mover which is still second order accurate.

The Strang algorithm described in this section readily extends to the relativistic case: the first and last steps of the algorithm are equivalent to that of the Boris Cartesian mover and can be treated as described in Ref. [1], while the second step is unchanged in the relativistic case since the magnitude of \( \mathbf{v} \) (and the Lorentz factor \( \gamma = 1/\sqrt{1-v/c^2} \), with \( c \) the speed of light) is constant. The same considerations are obviously true for the Boris mover in cylindrical geometry.
The connection of the Boris algorithm in cylindrical geometry with a Strang operator splitting method also offers a solution to the puzzle that was presented in Section 3. The reason for the apparent lower accuracy of the algorithm is that the quantities that we have interpreted as velocities at time \( n + 1/2 \) are only zeroth order accurate corrections of the actual velocities or, in other words, are just auxiliary steps used in the Strang algorithm to obtain the actual second order accurate velocities that are defined at time step \( n \). Let us consider the case with \( B = 0 \) and define

\[
\mathbf{v}^{n+1/2} = \frac{\mathbf{v}^n + \mathbf{v}^{n+1/2*}}{2}
\]  

(79)

(\text{where we have kept the notation introduced in Section 2.2.) Let us then repeat the analysis on the accuracy of the method with this new insight. From the Taylor expansion of the velocities at time \( n + 1 \) relative to time \( n \), one obtains}

\[
v_r^{n+1} = v_r^n + \left[ \frac{q}{m} E_r^n + \frac{(v_{\theta}^n)^2}{r^n} \right] \Delta t + \left[ -\frac{3}{2} \frac{v_r^n (v_{\theta}^n)^2}{(r^n)^2} \right] \Delta t^2 + O(\Delta t^3).
\]

(80)

\[
v_{\theta}^{n+1} = v_{\theta}^n + \left[ \frac{q}{m} E_{\theta}^n - \frac{v_r^n v_{\theta}^n}{r^n} \right] \Delta t + \left[ -\frac{1}{2} \frac{(v_{\theta}^n)^3}{(r^n)^2} \right] \Delta t^2 + O(\Delta t^3),
\]

(81)

\[
\text{which can be expressed as}
\]

\[
v_r^{n+1} = v_r^n + \left[ \frac{q}{m} E_r^n + \frac{(v_{\theta}^n)^2}{r^n} \right] \Delta t + \left[ -\frac{3}{2} \frac{v_r^n (v_{\theta}^n)^2}{(r^n)^2} \right] \Delta t^2 + O(\Delta t^3).
\]

(82)

\[
v_{\theta}^{n+1} = v_{\theta}^n + \left[ \frac{q}{m} E_{\theta}^n - \frac{v_r^n v_{\theta}^n}{r^n} \right] \Delta t + \left[ -\frac{1}{2} \frac{(v_{\theta}^n)^3}{(r^n)^2} \right] \Delta t^2 + O(\Delta t^3).
\]

(83)

\[
\text{Similarly, one can Taylor expand the velocities at time } n - 1 \text{ relative to time } n:
\]

\[
v_r^{n-1} = v_r^n - \left[ \frac{q}{m} E_r^n + \frac{(v_{\theta}^n)^2}{r^n} \right] \Delta t + \left[ -\frac{3}{2} \frac{v_r^n (v_{\theta}^n)^2}{(r^n)^2} \right] \Delta t^2 + O(\Delta t^3).
\]

(84)

\[
v_{\theta}^{n-1} = v_{\theta}^n - \left[ \frac{q}{m} E_{\theta}^n - \frac{v_r^n v_{\theta}^n}{r^n} \right] \Delta t + \left[ -\frac{1}{2} \frac{(v_{\theta}^n)^3}{(r^n)^2} \right] \Delta t^2 + O(\Delta t^3).
\]

(85)

From Eqs. (82) and (84) it is easy to recover the second order accuracy of the scheme:

\[
\frac{v_r^{n+1} - v_r^{n-1}}{2 \Delta t} = \frac{dv_r}{dt} \bigg|_{t=t^n} + O(\Delta t^2) = \frac{q}{m} E_r^n + \frac{(v_{\theta}^n)^2}{r^n} + O(\Delta t^2),
\]

\[
\frac{v_{\theta}^{n+1} - v_{\theta}^{n-1}}{2 \Delta t} = \frac{dv_{\theta}}{dt} \bigg|_{t=t^n} + O(\Delta t^2) = \frac{q}{m} E_{\theta}^n - \frac{v_r^n v_{\theta}^n}{r^n} + O(\Delta t^2).
\]

(86)

Obviously the same analysis could have been conducted around time \( n + 1/2 \) leading to the same result if one defines

\[
\mathbf{v}^{n+1/2} = \frac{\mathbf{v}^{n+1} + \mathbf{v}^n}{2}.
\]
which is second order accurate in time, unlike the velocities defined in Section 2.2. For instance, the Taylor expansion of $\dot{v}_r^{n+1/2}$ relative to time $n$ yields

$$\dot{v}_r^{n+1/2} = \frac{v_r^{n+1} + v_r^n}{2} = v_r^n + \left[ \frac{(v_r^n)^2}{r^n} + \frac{q}{m} E_r^n \right] \Delta t + O(\Delta t^2).$$  \hspace{1cm} (87)

which can be substituted in the following equation

$$\frac{r^{n+1} - r^n}{\Delta t} = \frac{dr}{dt} \bigg|_{n+1/2} + O(\Delta t^2) = v_r^n + \left[ \frac{(v_r^n)^2}{r^n} + \frac{q}{m} E_r^n \right] \Delta t + O(\Delta t^2)$$

$$= \dot{v}_r^{n+1/2} + O(\Delta t^2),$$  \hspace{1cm} (88)

to recover second order accuracy.

If one compares Eq. (87) with the expansion of $\dot{v}_r^{n+1/2}$, rearranged as

$$\dot{v}_r^{n+1/2} = v_r^n + \left[ \frac{(v_r^n)^2}{r^n} + \frac{q}{m} E_r^n \right] \Delta t + \left[ \frac{q}{m} E_\theta^n v_\theta^{n+1/2} - \frac{3}{2} \frac{v_r^n (v_\theta^n)^2}{(r^n)^2} \right] \Delta t^2 + O(\Delta t^3).$$  \hspace{1cm} (89)

one can see that the error in $\dot{v}_r^{n+1/2}$ is proportional to $\Delta t$.

Before we conclude our analysis of accuracy, we need to consider the initial half step of the algorithm. We do it in the next subsection.

4.1. Initial half step of the Boris mover in cylindrical geometry

The analysis conducted in Section 3 in Cartesian geometry reminded us that care must be taken in choosing the initial half step of the leap-frog/Boris algorithm: in Cartesian geometry, the initial half step bear the (rather modest) requirement of being at least first order accurate in order for the overall scheme to retain second order accuracy. For cylindrical geometry, the connection between the Boris algorithm and a symmetrized Strang operator splitting method discussed in Section 4 already tells us how to choose the initial half step for a second order accurate scheme. However, it is instructive to study how different choices of the first half step affect the overall accuracy of the scheme and this is done in this section.

Starting from an initial condition in terms of $r^0$ and $\psi^0$, let us begin by assuming that $\dot{\psi}^{-1/2}$ can be obtained somehow and explicitate the first step of the Boris algorithm:

$$v_{r,\theta}^{1/2} = v_{r,\theta}^{-1/2} + \frac{q}{m} E_{r,\theta} \Delta t,$$

$$r^1 = \sqrt{(r^0 + v_{r}^{1/2} \Delta t)^2 + (v_{\theta}^{1/2} \Delta t)^2},$$

$$v_{r}^{1/2} = \frac{r^0 + v_{r}^{1/2} \Delta t}{r^1} v_{r}^{1/2} + \frac{v_{\theta}^{1/2} \Delta t}{r^1} v_{\theta}^{-1/2},$$

$$v_{\theta}^{1/2} = \frac{v_{\theta}^{1/2} \Delta t}{r^1} v_{r}^{1/2} + \frac{r^0 + v_{r}^{1/2} \Delta t}{r^1} v_{\theta}^{-1/2},$$

$$v_{r,\theta}^{3/2} = v_{r,\theta}^{1/2} + \frac{q}{m} E_{r,\theta} \Delta t,$$

$$v_{r,\theta}^{1} = \frac{v_{r,\theta}^{1/2} + v_{r,\theta}^{3/2}}{2}.$$  \hspace{1cm} (90)

The Taylor expansion of the quantities at time $t = \Delta t$ relative to time $t = 0$ is

$$v_r^1 = v_r^{-1/2} + \left[ \frac{3}{2} \frac{q}{m} E_r^0 + \frac{(v_\theta^0)^{-1/2}}{r^0} \right] \Delta t + \left[ -\frac{3}{2} \frac{v_r^{-1/2} (v_\theta^{-1/2})^2}{(r^0)^2} + \frac{q}{m} E_\theta^0 v_\theta^{-1/2} + \frac{1}{2} \frac{q}{m} \nabla E_r^0 \cdot \psi^0 \right] \Delta t^2 + O(\Delta t^3),$$  \hspace{1cm} (91)

$$v_\theta^1 = v_\theta^{-1/2} + \left[ \frac{3}{2} \frac{q}{m} E_\theta^0 - \frac{v_\theta^{-1/2} v_r^{-1/2}}{r^0} \right] \Delta t + \left[ -\frac{(v_\theta^{-1/2})^3}{2 (r^0)^2} + \frac{(v_r^{-1/2})^2 v_\theta^{-1/2}}{(r^0)^2} \right] \Delta t^2 + O(\Delta t^3),$$  \hspace{1cm} (92)

$$r^1 = r^0 + v_r^{-1/2} \Delta t + \left[ \frac{q}{m} E_r^0 + \frac{(v_\theta^{-1/2})^2}{2 r^0} \right] \Delta t^2 + O(\Delta t^3).$$  \hspace{1cm} (93)
We repeat the analysis of Section 3. We can calculate analytically the expansion of the velocities at time $t = \Delta t$ from the model equations (11)–(16):

$$v_r^1 = v_r^0 + \left[ \frac{q m E_r^0 + (v_\theta^0)^2}{E^0 \cdot r^0} \right] \Delta t + \left[ \frac{q m \nabla E_r^0 \cdot v^0 + 2 q m E^0 E_r^0 \cdot \nabla v^0 - 3 (v_r^0)^2}{(r^0)^2} \right] \Delta t^2 + O(\Delta t^3).$$

$$v_\theta^1 = v_\theta^0 + \left[ \frac{q m E_r^0 + (v_\theta^0)^2}{E^0 \cdot r^0} \right] \Delta t + \left[ \frac{q m \nabla E_\theta^0 \cdot v^0 - q m E^0 E_\theta^0 + E_r^0 v_\theta^0 - (v_\theta^0)^3}{(r^0)^2} \right] \Delta t^2 + O(\Delta t^3).$$

$$v_z^1 = v_z^0 + \left[ \frac{q m E_z^0 + (v_\theta^0)^2}{E^0 \cdot r^0} \right] \Delta t + 2 \left( \frac{(v_\theta^0)^2 (v_\theta^0)}{(r^0)^2} \right) \Delta t^2 + O(\Delta t^3).$$

and compare with the ones obtained from the algorithm, Eqs. (91)–(93). First, let us consider the case $v_r^{1/2} = v_r^0$ and $v_\theta^{1/2} = v_\theta^0$ and substitute in Eqs. (91)–(93). A comparison with Eqs. (94)–(96) indicates that the error is proportional to $\Delta t$. This is the same as for the Cartesian case discussed in Section 3. Let us now try a more accurate expression for $v^{-1/2}$,

$$v_r^{-1/2} = v_r^0 - \left[ \frac{q m E_r^0 + (v_\theta^0)^2}{E^0 \cdot r^0} \right] \Delta t,$$

$$v_\theta^{-1/2} = v_\theta^0 - \left[ \frac{q m E_\theta^0 - v_\theta^0 v_\theta^0}{E^0 \cdot r^0} \right] \Delta t,$$

and substitute into Eqs. (91)–(93) to obtain

$$v_r^1 = v_r^0 + \left[ \frac{q m E_r^0 + (v_\theta^0)^2}{2r^0} \right] \Delta t + \left[ \frac{v_r^0 (v_\theta^0)^2}{(r^0)^2} + 2 q m E^0 E_r^0 \cdot \nabla v^0 \right] \Delta t^2 + O(\Delta t^3),$$

$$v_\theta^1 = v_\theta^0 + \left[ \frac{q m E_\theta^0 + v_\theta^0 v_\theta^0}{2r^0} \right] \Delta t + \left[ \frac{(v_\theta^0)^2 (v_\theta^0)}{(r^0)^2} - q m E^0 E_\theta^0 \cdot \nabla v^0 \right] \Delta t^2 + O(\Delta t^3),$$

$$r^1 = r^0 + \left[ \frac{q m E_r^0 + (v_\theta^0)^2}{2} \right] \Delta t^2 + O(\Delta t^3).$$

The comparison of Eqs. (98)–(100) with Eqs. (94)–(96) indicates that the error for the velocities is still proportional to $\Delta t$ and thus the overall accuracy of the scheme is still first order. Obviously, further higher order approximations to $v^{-1/2}$ yield the same result. In fact, the only way to obtain second order accuracy of the scheme, which is obvious if we recognize the connection of the Boris algorithm in cylindrical geometry with a Strang operator splitting method, is to perform the initial half step with only the electromagnetic force. That is:

$$v_r^{-1/2} = v_r^0 - \frac{q m E_r^0}{2} \Delta t,$$

$$v_\theta^{-1/2} = v_\theta^0 - \frac{q m E_\theta^0}{2} \Delta t.$$

Again, the heart of the matter is that it is incorrect to interpret the velocities $v^{n+1/2}$ in the Boris algorithm in cylindrical geometry as the second order accurate velocities at time $t^{n+1/2}$.

5. Numerical results

In this section, we verify the accuracy of the Boris mover in cylindrical geometry with a numerical study. As a test case, we consider a system where a charged, spherical dust grain of charge $Q_d$ and radius $\rho_1 = 1$ is surrounded by vacuum. The domain of interest is enclosed by an outer sphere of radius $\rho_2 = 10$ and by the dust grain. The charged dust grain gives rise to the following electric field

$$E_r(r, \theta, z) = \frac{Q_d}{2} \frac{r}{\sqrt{r^2 + z^2}},$$

$$E_\theta(r, \theta, z) = 0,$$

$$E_z(r, \theta, z) = \frac{Q_d}{2} \frac{z}{\sqrt{r^2 + z^2}}.$$
Fig. 2. Particle trajectories in \((r, z)\) space obtained with Method 1 (blue line) and with the Boris method (red line, \(\Delta t = 0.2\)) for test particles 1 and 2. The injection parameters for each particle are discussed in the caption of Tables 1 and 2. The initial half step \(v^{-1/2}\) in the Boris method is given by a first order backward half step based only on the electromagnetic force. (For interpretation of the references to color in this figure, the reader is referred to the web version of this article.)

In addition, we impose a constant magnetic field in the \(z\) direction: \(B = (0, 0, 2)\). We inject particles at random positions on the outer boundary, with random injection velocities, and follow their trajectory into the system. This test case is representative of typical simulations of charging and shielding of objects immersed in a plasma, as done for instance in Refs. [14–18]. We compare several methods. The first, labeled as 'Method 1', solves Eqs. (11)–(16) with a Matlab adaptive ODE solver with extremely high resolution (with relative and absolute tolerances equal to \(tol = 10^{-13}\) and maximum step size equal to \(\Delta t_{\text{max}} = 5 \times 10^{-4}\)). For the second method, we apply the Boris mover algorithm in cylindrical geometry (labeled as 'Boris' in the following) outlined in Section 2.2. For practical purposes, Method 1 provides the equivalent of an analytic solution and comparing it with the Boris method with different values of the time step allows to test the accuracy of the latter. We have also implemented numerically the Strang operator splitting method detailed in Section 4. Moreover, we introduce four measures of error

\[
\text{Err}_1 = \sqrt{\sum_n \left| r_n^{\text{Method 1}} - r^n \right|^2 \Delta t}, \quad (105)
\]

\[
\text{Err}_2 = \sqrt{\sum_n \left| z_n^{\text{Method 1}} - z^n \right|^2 \Delta t}, \quad (106)
\]

\[
\text{Err}_3 = \sqrt{\sum_n \left| v_r^{n, \text{Method 1}} - v_r^n \right|^2 \Delta t}, \quad (107)
\]

\[
\text{Err}_4 = \sqrt{\sum_n \left| v_z^{n, \text{Method 1}} - v_z^n \right|^2 \Delta t}, \quad (108)
\]

where \(x^n\) and \(v^n\) are obtained by one of the methods described in the paper. For the Boris method, the velocities at time \(n\) are given by Eq. (79).

We have followed the trajectories of several test particles randomly injected from the outer boundary. We have fixed \(q = -1\) (i.e. electrons), \(m = 1\) and \(Q_d = -10\) (i.e. negatively charged dust grain). A test particle is followed until it returns to the outer boundary or is absorbed by the dust grain at the inner boundary. Therefore the final time of the simulation, \(T\), varies with the test particle injection parameters. Fig. 2 shows the trajectory of two representative test particles obtained with Method 1 (blue line) and the Boris algorithm (red line, \(\Delta t = 0.2\)). The initial half step of the Boris algorithm to obtain \(v^{-1/2}\) is obtained by a first order backward half step with acceleration given only by the electromagnetic force. The first test particle (Fig. 2, left) has the following injection parameters: \(r = 7.16, z = 6.98, v_r = -1.91, v_\theta = 0.90, v_z = -1.71\). It moves relatively far away from the dust grain and along the magnetic field with the typical gyromotion in the direction perpendicular to the magnetic field. It exits the system at time \(T = 8.37\), roughly symmetrically relative to the injection point. The second test particle (Fig. 2, right) has the following injection parameters: \(r = 3.99, z = -9.51, v_r = -2.06, v_\theta = 1.54, v_z = 1.55\). It moves closer to the dust grain and feels a strong electrostatic repulsion, such that it reverses its direction of motion along the magnetic field and exits near the injection point. Fig. 3 shows the same particle trajectories as in Fig. 2 but now \(v^{-1/2}\) for the Boris algorithm is obtained with Method 1 (thus including also inertial forces in the first half step). It is clear from Fig. 3 that now the Boris method with \(\Delta t = 0.2\) does not capture accurately the trajectory of...
of two, the errors decrease by a factor of four. On the other hand, an accurate representation of order backward half step involving only the electromagnetic force: asymptotically, by decreasing the time step by a factor of Section 4: the Boris mover in cylindrical geometry is second order accurate only if one starts the algorithm with a first method. As expected, one can see from Table 3 that the errors decrease quadratically as the time step is divided by two. 

<table>
<thead>
<tr>
<th>$\Delta t$</th>
<th>$\text{Err}_1$</th>
<th>$\text{Err}_2$</th>
<th>$\text{Err}_3$</th>
<th>$\text{Err}_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>$3.92 \times 10^{-2}$</td>
<td>$1.16 \times 10^{-1}$</td>
<td>$1.57 \times 10^{-1}$</td>
<td>$2.08 \times 10^{-1}$</td>
</tr>
<tr>
<td>0.1</td>
<td>$9.74 \times 10^{-3}$</td>
<td>$2.88 \times 10^{-2}$</td>
<td>$3.95 \times 10^{-2}$</td>
<td>$5.18 \times 10^{-2}$</td>
</tr>
<tr>
<td>0.05</td>
<td>$2.43 \times 10^{-3}$</td>
<td>$7.17 \times 10^{-3}$</td>
<td>$9.88 \times 10^{-3}$</td>
<td>$1.29 \times 10^{-3}$</td>
</tr>
<tr>
<td>0.025</td>
<td>$6.08 \times 10^{-4}$</td>
<td>$1.79 \times 10^{-3}$</td>
<td>$2.47 \times 10^{-3}$</td>
<td>$3.23 \times 10^{-3}$</td>
</tr>
<tr>
<td>0.0125</td>
<td>$1.52 \times 10^{-4}$</td>
<td>$4.47 \times 10^{-4}$</td>
<td>$6.18 \times 10^{-4}$</td>
<td>$8.09 \times 10^{-4}$</td>
</tr>
<tr>
<td>0.00625</td>
<td>$3.80 \times 10^{-5}$</td>
<td>$1.12 \times 10^{-4}$</td>
<td>$1.55 \times 10^{-4}$</td>
<td>$2.02 \times 10^{-4}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\Delta t$</th>
<th>$\text{Err}_1$</th>
<th>$\text{Err}_2$</th>
<th>$\text{Err}_3$</th>
<th>$\text{Err}_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>$1.38 \times 10^{0}$</td>
<td>$4.54 \times 10^{0}$</td>
<td>$1.99 \times 10^{0}$</td>
<td>$7.87 \times 10^{0}$</td>
</tr>
<tr>
<td>0.1</td>
<td>$6.75 \times 10^{-1}$</td>
<td>$1.94 \times 10^{-1}$</td>
<td>$1.00 \times 10^{-1}$</td>
<td>$3.27 \times 10^{-1}$</td>
</tr>
<tr>
<td>0.05</td>
<td>$3.35 \times 10^{-1}$</td>
<td>$9.26 \times 10^{-1}$</td>
<td>$5.02 \times 10^{-1}$</td>
<td>$1.57 \times 10^{-1}$</td>
</tr>
<tr>
<td>0.025</td>
<td>$1.67 \times 10^{-1}$</td>
<td>$4.56 \times 10^{-1}$</td>
<td>$2.51 \times 10^{-1}$</td>
<td>$7.74 \times 10^{-2}$</td>
</tr>
<tr>
<td>0.0125</td>
<td>$8.32 \times 10^{-2}$</td>
<td>$2.27 \times 10^{-1}$</td>
<td>$1.25 \times 10^{-1}$</td>
<td>$3.85 \times 10^{-2}$</td>
</tr>
<tr>
<td>0.00625</td>
<td>$4.16 \times 10^{-2}$</td>
<td>$1.13 \times 10^{-1}$</td>
<td>$6.27 \times 10^{-2}$</td>
<td>$1.92 \times 10^{-2}$</td>
</tr>
</tbody>
</table>

Table 3 shows a convergence study changing the time step of the simulation for test particle 2, using the Strang splitting method. As expected, one can see from Table 3 that the errors decrease quadratically as the time step is divided by two. As we argued in Section 4, the Boris and Strang methods are not exactly equivalent for finite magnetic field. One could expect the Boris algorithm to be faster since it involves only two steps instead of three, but the Strang method could be more accurate since it does a better sampling of the particle trajectory. Therefore the actual comparison between the two methods should be assessed for the same accuracy. By taking the ratios of the respective entries in Tables 1 and 3, one can see that the errors are comparable (within 30%) for three error measures out of four, while $\text{Err}_3$ for the Boris algorithm
Fig. 4. Error measures \( \text{Err}_1 \) and \( \text{Err}_3 \) versus \( \Delta t \) for Tables 1, 2 and 3.

Table 3
Test particle 2, Strang operator splitting method of Section 4. Comparison of the error measures from Eqs. (105)–(108) changing the time step in the Strang method. Other parameters are the same as in Table 1.

<table>
<thead>
<tr>
<th>( \Delta t )</th>
<th>( \text{Err}_1 )</th>
<th>( \text{Err}_2 )</th>
<th>( \text{Err}_3 )</th>
<th>( \text{Err}_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>( 2.99 \times 10^{-2} )</td>
<td>( 1.03 \times 10^{-1} )</td>
<td>( 4.26 \times 10^{-2} )</td>
<td>( 1.86 \times 10^{-2} )</td>
</tr>
<tr>
<td>0.1</td>
<td>( 7.44 \times 10^{-3} )</td>
<td>( 2.55 \times 10^{-2} )</td>
<td>( 1.06 \times 10^{-2} )</td>
<td>( 4.63 \times 10^{-3} )</td>
</tr>
<tr>
<td>0.05</td>
<td>( 1.86 \times 10^{-3} )</td>
<td>( 6.36 \times 10^{-3} )</td>
<td>( 2.64 \times 10^{-3} )</td>
<td>( 1.15 \times 10^{-3} )</td>
</tr>
<tr>
<td>0.025</td>
<td>( 4.64 \times 10^{-4} )</td>
<td>( 1.59 \times 10^{-3} )</td>
<td>( 6.58 \times 10^{-4} )</td>
<td>( 2.89 \times 10^{-4} )</td>
</tr>
<tr>
<td>0.0125</td>
<td>( 1.16 \times 10^{-4} )</td>
<td>( 3.97 \times 10^{-4} )</td>
<td>( 1.65 \times 10^{-4} )</td>
<td>( 7.21 \times 10^{-5} )</td>
</tr>
<tr>
<td>0.00625</td>
<td>( 2.90 \times 10^{-5} )</td>
<td>( 9.92 \times 10^{-5} )</td>
<td>( 4.12 \times 10^{-5} )</td>
<td>( 1.80 \times 10^{-5} )</td>
</tr>
</tbody>
</table>

is about 3.7 times larger. The same trend is also valid for test particle 1 (not shown). By studying several random test particles, we have not found a general trend that favors the Strang method for all the error measures. However, with our C implementation of both algorithms, the Boris mover is \( \sim 20\% \) faster and should be preferred.

We have also checked the performance of the Strang mover obtained by interchanging the operators (50) and (51). This alternative Strang mover combines half steps with acceleration due to the inertial forces with a full step with acceleration due to the electromagnetic force. From an accuracy point of view, we have not found a general trend indicating that this way of splitting operators is any better. However, with our C implementation, it is about \( \sim 25\% \) slower than the Strang algorithm of Section 4. The Boris mover remains faster than both Strang algorithms.

6. The case of uniform and static magnetic field: cyclotronic mover in cylindrical geometry

In the case of uniform and static magnetic field the steps of the Strang splitting method can be combined differently to obtain a more efficient algorithm. The idea was put forward in Cartesian geometry in Ref. [5], where it was labeled as the cyclotronic mover, and is discussed here in the context of cylindrical geometry. This method is symplectic and therefore time reversible. For simplicity, we consider a constant magnetic field directed along \( z \).

Relative to Section 4, the operator splitting technique is modified as follows: in the half steps, particles are accelerated due to inertial forces and due to the magnetic part of the Lorentz force, while the intermediate full step includes only acceleration due to the electric field. In other words, the operators introduced in Section 4 become

\[
\mathcal{L}_1(u) = \left[ \begin{array}{c} v_r, v_\theta, \frac{v_r^2}{r}, \frac{q}{m} v_\theta B_z, -\frac{v_r v_\theta}{r} - \frac{q}{m} v_r B_z, 0 \end{array} \right]^T
\]

and

\[
\mathcal{L}_2(u) = \frac{q}{m} [0, 0, 0, E_r, E_\theta, E_z]^T.
\]

The advantage of this technique is that the half steps remain still completely analytical. Following the analysis of Section 4, it is well known that a particle moving in a constant magnetic field conserves the canonical angular momentum:

\[
r v_\theta + \frac{\omega r^2}{2} = \mathcal{P}_\theta
\]

and the kinetic energy perpendicular to the magnetic field:

\[
\frac{v_r^2 + v_\theta^2}{2} = \mathcal{E}.
\]
Thus, Eq. (14) (with $E = B_r = B_\theta = 0$) can be rewritten as
\[
\frac{d^2 r^2}{d t^2} = 4\mathcal{E} + 2\omega P_\theta - \omega^2 r^2, \tag{113}
\]
where we have introduced the cyclotron frequency $\omega = qB_z/m$. Finally, from the solution of Eq. (113), it is easy to obtain
\[
\begin{align*}
    r &= \sqrt{\left(r^n\right)^2 \cos(\omega t) + \frac{4\mathcal{E}n + 2\omega P^n_\theta}{\omega^2} \left[1 - \cos(\omega t)\right]} + 2\frac{r^n v^n_r}{\omega} \sin(\omega t), \\
v_r &= \frac{1}{r} \left[r^n v^n_r \cos(\omega t) - \frac{\omega(r^n)^2}{2} \sin(\omega t) + \frac{2\mathcal{E}n + \omega P^n_\theta}{\omega} \sin(\omega t)\right]. \tag{114}
\end{align*}
\]
and, from Eq. (111),
\[
\begin{align*}
v_\theta &= \frac{P^n_\theta}{r} - \frac{\omega}{2} r^n. \tag{115}
\end{align*}
\]
In Eqs. (114)–(116), we have performed the integration from $t = t^n$ and labeled the symbols accordingly. Thus, the cyclotronic mover in cylindrical geometry, analogue of that of Ref. [5], is

1. **Half step update (time step $\Delta t/2$)** of positions and velocities with acceleration due to inertial forces and the magnetic part of the Lorentz force:

\[
\begin{align*}
    r^{n*} &= \sqrt{\left(r^n\right)^2 \cos\left(\frac{\omega \Delta t}{2}\right) + \frac{4\mathcal{E}n + 2\omega P^n_\theta}{\omega^2} \left[1 - \cos\left(\frac{\omega \Delta t}{2}\right)\right]} + 2\frac{r^n v^n_r}{\omega} \sin\left(\frac{\omega \Delta t}{2}\right), \\
    \theta^{n*} &= \theta^n - \frac{\omega \Delta t}{4} + \frac{2P^n_\theta}{\alpha^n} \left\{\tanh\left(\frac{2r^n v^n_r \omega}{\alpha^n}\right) - \tanh\left[2\frac{r^n v^n_r \omega}{\alpha^n} + \frac{8\mathcal{E}n + 4\omega P^n_\theta - \omega^2(r^n)^2 \tan\left(\frac{\omega \Delta t}{4}\right)}{\alpha^n}\right]\right\}, \\
    z^{n*} &= z^n + v^n_z \frac{\Delta t}{2}, \\
    v_r^{n*} &= \frac{1}{r^n} \left[r^n v^n_r \cos\left(\frac{\omega \Delta t}{2}\right) - \frac{\omega(r^n)^2}{2} \sin\left(\frac{\omega \Delta t}{2}\right) + \frac{2\mathcal{E}n + \omega P^n_\theta}{\omega} \sin\left(\frac{\omega \Delta t}{2}\right)\right], \\
    v_\theta^{n*} &= \frac{P^n_\theta}{r^n} - \frac{\omega}{2} r^n, \\
    v_z^{n*} &= v_z^n, \tag{116}
\end{align*}
\]
where
\[
\alpha^n = \sqrt{\omega^2 (r^n)^2 \left[4 (v^n_r)^2 - \left(8\mathcal{E}n + 4\omega P^n_\theta + \omega^2 (r^n)^2\right)\right]} \tag{117}
\]

2. **Full step update (time step $\Delta t$)** of the velocities only, with acceleration due to the electric field:

\[
\begin{align*}
v^{n*} &= v^{n*} + \frac{q}{m} E(x^{n*}) \Delta t. \tag{118}
\end{align*}
\]

3. **Half step update (time step $\Delta t/2$)** of positions and velocities with acceleration due to inertial forces and the magnetic part of the Lorentz force:

\[
\begin{align*}
r^{n+1} &= \sqrt{\left(r^n\right)^2 \cos\left(\frac{\omega \Delta t}{2}\right) + \frac{4\mathcal{E}n + 2\omega P^n_\theta}{\omega^2} \left[1 - \cos\left(\frac{\omega \Delta t}{2}\right)\right]} + 2\frac{r^n v^n_r}{\omega} \sin\left(\frac{\omega \Delta t}{2}\right), \\
    \theta^{n+1} &= \theta^n - \frac{\omega \Delta t}{4} + \frac{2P^n_{\theta*}}{\alpha_{n*}} \left\{\tanh\left(\frac{2r^n v^n_r \omega}{\alpha_{n*}}\right) - \tanh\left[2\frac{r^n v^n_r \omega}{\alpha_{n*}} + \frac{8\mathcal{E}n + 4\omega P^n_{\theta*} - \omega^2(r^n)^2 \tan\left(\frac{\omega \Delta t}{4}\right)}{\alpha^n_{n*}}\right]\right\}, \\
    z^{n+1} &= z^n + v^n_z \frac{\Delta t}{2}, \\
    v_r^{n+1} &= \frac{1}{r^{n+1}} \left[r^n v^n_r \cos\left(\frac{\omega \Delta t}{2}\right) - \frac{\omega(r^n)^2}{2} \sin\left(\frac{\omega \Delta t}{2}\right) + \frac{2\mathcal{E}n + \omega P^n_{\theta*}}{\omega} \sin\left(\frac{\omega \Delta t}{2}\right)\right], \\
    v_\theta^{n+1} &= \frac{P^n_{\theta*}}{r^{n+1}} - \frac{\omega}{2} r^n, \\
    v_z^{n+1} &= v_z^n. \tag{119}
\end{align*}
\]
The scheme is still second order accurate in time and symplectic (therefore time reversible). Moreover, it readily extends to the relativistic case: the first and last steps of the algorithm are characterized by constant Lorentz factor $\gamma$ (since the magnetic field does not perform work and the kinetic energy is conserved), while the update due to the electric field can be treated as in the Cartesian Boris scheme. However, the important point is that the gyration motion perpendicular to the magnetic field is decoupled from the rest of the dynamics. As pointed out in Ref. [5], this has important consequences from the perspective of explicit electrostatic PIC simulations of strongly magnetized plasmas. Explicit PIC methods must resolve the fastest frequency and the shortest length scale in the system for stability reasons [1]. This can easily be the gyromotion when the plasma is strongly magnetized and impose stringent constraints on the time step of the simulation. The cyclotronic integrator, on the other hand, relaxes these constraints since the gyromotion is solved analytically. Ref. [5] reports results showing a factor of up to 10 gain of the cyclotronic mover relative to the classic Boris mover.

For the application to PIC, Patacchini and Hutchinson [5] have proposed a slight modification of the cyclotronic mover where two consecutive half steps are concatenated and substituted by a single full step with time step $\Delta t$. In practice this makes the algorithm of leap-frog type, and we will refer to it as the leap-frog cyclotronic mover. This procedure is not exact, but the resulting scheme remains second order accurate and symplectic, and is more computationally efficient (similarly to what has been discussed in Section 4). We note that in principle one could exchange the operators $L_1$ and $L_2$:

$$L_1(u) = \frac{q}{m} [0, 0, 0, E_r, E_\theta, E_z]^T,$$

and

$$L_2(u) = \left[ v_r, v_\theta, v_z, \frac{v_\theta^2}{r}, 0, \frac{q}{m} v_\theta B_z, -\frac{q}{m} v_r B_z, 0 \right]^T.$$  \hspace{1cm} (131)

$$v_{\theta}^{n+1} = \frac{r_{\theta}^{n+1}}{r^{n+1}} - \frac{\omega}{2} r_{\theta}^{n+1},$$

$$v_z^{n+1} = r_{z}^{n+1}.$$  \hspace{1cm} (129)

Table 4 shows the convergence study of the error measures (105)-(108) obtained with the leap-frog cyclotronic mover [according to operators (131) and (132)] for test particle 2. Comparing Tables 1 and 4, one can see that the errors associated with the radial coordinate [Eqs. (105) and (107)] have decreased by an order of magnitude, while the errors associated with the axial coordinate [Eqs. (106) and (108)] have decreased roughly by a factor of three. This is because, for test particle 2, the changes in $r$ are influenced more by the magnetic field (i.e. the gyromotion) and therefore are now captured more accurately. On the other hand, the change in $z$ is affected more by the electric field, which is algorithmically treated in the same way by the Boris and leap-frog cyclotronic movers. Table 4 also shows that overall the scheme is second order accurate in time. We also note that with our C implementation the leap-frog cyclotronic mover is $\sim 20\%$ faster than the classic Boris mover and about $50\%$ faster than the standard cyclotronic mover with three steps.

Fig. 5(left) shows the trajectory in $(r, z)$ for test particle 2 obtained with Method 1 and with the leap-frog cyclotronic mover with $\Delta t = 0.05$. In this simulation, the strength of the magnetic field has been increased to $B_z = 50$. Comparing with Fig. 2 (obtained with $B_z = 2$), one can see that the gyroradius (which is inversely proportional to the strength of the magnetic field) is greatly reduced and the particle radial position is localized near the radial injection position. Fig. 5(right) shows a zoom of the particle trajectory: while the particle gyromotion is not resolved very well due to the large $\Delta t$ ($\omega \Delta t = 2.5$), the trajectory points are always very close to the reference solution. This is also confirmed by the error measures (105)-(108): $\text{Err}_1 = 3.18 \cdot 10^{-4}$, $\text{Err}_2 = 2.34 \cdot 10^{-3}$, $\text{Err}_3 = 7.33 \cdot 10^{-4}$, and $\text{Err}_4 = 3.59 \cdot 10^{-4}$.

7. Conclusions

In this paper, we have analyzed and compared different algorithms to study the dynamics of charged particles in a given electromagnetic field in cylindrical geometry. First, we have focused on the classic Boris mover. In the Boris algorithm,
positions and velocities of the particles are staggered in time and the inertial and electromagnetic forces are treated in an operator splitting fashion. The position and velocity update of the Boris algorithm is an exact update of the particle equation of motion under the action of inertial forces only. Furthermore, we have shown that the Boris algorithm can be connected to a second order Strang operator splitting method. For a finite magnetic field, the Boris and Strang mover are not exactly the same, but both are second order accurate methods. In general, the Boris mover should be favored over the Strang mover since it is about 20% faster without sacrificing much in terms of accuracy. Interestingly, unlike the case of Cartesian geometry, the Boris method is second order accurate only for a particular choice of the initial half step needed by the algorithm to get started, that is when $v^{-1/2}$ is obtained by a first order backward formula that involves only the electromagnetic force. Any attempt to start with a more accurate $v^{-1/2}$ decreases the order of accuracy of the method to first order. Through the connection with the Strang operator splitting method, this counter-intuitive behavior can be explained by fact that the error in the half step velocities in the Boris method is proportional to $\Delta t$ or, in other words, these velocities are just auxiliary velocities used in the Strang mover to calculated the (second order accurate) velocities at integer steps. These theoretical considerations have been confirmed numerically, following the trajectories of test particles in a system consisting of a charged dust grain and an external, constant magnetic field.

For the case of a uniform and static magnetic field, we have rearranged the steps of the Strang splitting method to obtain the cylindrical analogue of the cyclotronic mover of Ref. [5]. This is done by combining the step involving acceleration due to the inertial forces with the acceleration due to the magnetic part of the Lorentz force. This algorithm can be made of leap-frog type by concatenating consecutive half steps, and remains second order accurate, symplectic and time reversible. The advantage of the cyclotronic mover is that it decouples the gyromotion from the rest of the dynamics and therefore relaxes the constraints on the time step that can arise in explicit electrostatic PIC simulations of strongly magnetized plasmas, where the gyromotion can be much faster than other frequencies of interest in the system [5].

We have only studied particle movers in cylindrical $(r, \theta, z)$ geometry. Alternatively, one could solve the equation of motion directly in Cartesian geometry. This has the advantage that one does not have to treat the inertial forces (and the associated singularity) and deals with simpler equations. On the other hand, for application in a cylindrical PIC code, one will have to transform the electromagnetic fields (from cylindrical to Cartesian geometry) and the particle position (from Cartesian to cylindrical, for the interpolation) at every time step. This increases the algorithmic complexity of the mover. We have implemented the Cartesian Boris mover in C, including the transformations just described to mimic its application in a cylindrical PIC code, and found that it has the same accuracy but is $\sim 20\%$ slower than the cylindrical Boris mover. The latter should therefore be preferred.
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