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Abstract
We model heat dominated electrical breakdown in air in a short planar gap. We couple the
discharge dynamics in fluid approximation with the hydrodynamic motion of the air heated by
the discharge. To be computationally efficient, we derive a reduced model on the ion time scale,
and we switch between the full model on the electron time scale and the reduced model. We
observe an ion pulse reaching the cathode, releasing electrons by secondary emission, and these
electrons create another ion pulse. These cycles of ion pulses might lead to electrical breakdown.
This breakdown is driven by Ohmic heating, thermal shocks and induced pressure waves, rather
than by the streamer mechanism of local field enhancement at the streamer tip.

Keywords: gas heating, plasma discharge, model reduction

1. Introduction

Gas heating in electrical discharges has a long research his-
tory. It has been studied in the context of fast gas heating
[1–5], plasma-assisted combustion [6], atmospheric lightning
[7] etc. On the one hand, increased temperature can change
the chemical reaction rates in the discharge plasma. On the
other hand, the thermal expansion of the gas can change the
gas density and hence the reduced electric field in the inter-
electrode gap. Both mechanisms can sustain spark formation
[8, 9], and gas heating can also create turbulent flows [10]. In
the present work, we concentrate on the effect of gas heating
and expansion.

So far the majority of simulation studies pertaining to
gas heating in atmospheric pressure discharges have been
performed in a 0D or 1D spatial configuration in which the
structure of discharge is rather homogeneous. Due to the
large difference in timescales of gas movement and electron
dynamics, solving the two systems simultaneously becomes
computationally very expensive. Recently, there has been
progress in extending models to 2D (which is meant to mean

3D with cylindrical symmetry), which brings them closer to
experiments and observations as the structure of a spark
discharge is usually filamentary. Komuro and Ono [11]
studied the mechanism of fast gas heating and the effects of
humidity in atmospheric pressure streamer discharges. They
solved the coupled system of electric discharge and gas
simultaneously up to time t 3 sm= . Tholin and Bourdon
[12] simulated the hydrodynamic expansion following a
nanosecond pulsed discharge in air at STP. During the short
pulse they approximated the gas density as constant, hence
they did not need to solve the coupled system of electric
discharge and gas simultaneously. Kacem et al [13] simu-
lated the expansion of thermal shock and pressure waves
induced by streamer dynamics in positive DC corona dis-
charges. They also do not solve the full coupled system of
electric discharge and gas dynamics. However, they do
remark that direct coupling of the gas dynamics with the
streamer simulation should be undertaken in order to better
understand the effect of temperature increase and of the gas
expansion on the development of successive discharges and
on the electrical relaxation.
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In the current paper, we simulate electrical breakdown in
a short planar gap in 2D (r–z coordinates) with secondary
electron emission where Ohmic heating promotes ionization
growth, rather than the space charge dominated streamer
breakdown mechanism. Initially only an avalanche without
(streamer-type) space charge effects might have developed in
a short undervolted gap, but the deposited Ohmic heat might
eventually lead to electric breakdown. This is challenging to
simulate as in the initial stage the electron dynamics has to be
followed, and later on the much slower ion dynamics has to
be resolved, and both have to be coupled to the hydro-
dynamics of the medium. We present a model on the time
scale of ion motion that is a reduced version of the full dis-
charge dynamics, and with adaptivity in time, i.e. we switch
between dynamical calculations on electron and ion time
scale as needed. In the present work, this is done manually,
but we also discuss possible numerical switching criteria. The
reduced model on the ion time scale was introduced in earlier
work of Sijacic [14, 15] where it was applied to study the
transition from Townsend to glow discharge.

We initiate the discharge closely below breakdown
conditions, i.e., when the effective Townsend ionization
coefficient effa is negative. As effa is a function of the
reduced electric field, i.e., of electric field over gas density
E/N, gas heating and subsequent expansion causes effa to
grow, and might make it positive eventually. But that is not
sufficient on time scales considerably longer than the time the
ions need to cross the gap. On that time scale secondary
emission from the cathode needs to sustain the discharge, and
in a planar configuration with constant field and gas density,
the discharge will grow further if

e 1 1. 1deffg - >a( ) ( )
Here d is the distance between the electrodes and γ is the
secondary electron emission coefficient which is the ratio of
the number of emitted electrons over the number of ions
impacting the cathode.

In our previous work [16], we developed and employed a
similar 2D cylindrically symmetric model to study streamer-
less spark formation in supercritical N2. A limitation of that
model was that it computed the relevant physical quantities on
the ion timescale only, not resolving the time scale of the
electron motion. Therefore we missed some initial heating
effects, as we discuss here in section 3.

The paper is organized as follows. In section 2, we
introduce the mathematical model and notation for our cou-
pled system of the electric discharge and the gas. In section 3,
we discuss the reduction of the full discharge model to a
model on the ion time scale. We also compare results of the
full model of the electrical discharge and of the reduced
model in 1D, and we point out when the reduced model can
be used to speed up simulations. In section 4, we present and
discuss the results of the 2D simulation of the electric dis-
charge in plane-to-plane geometry in air at standard temper-
ature and pressure. Finally, in section 5 we summarize our
findings and present an outlook.

2. Model formulation

We study how a pulsed electric discharge is coupled to the
dynamics of the background gas due to the deposited Ohmic
heat and thermal expansion. Therefore the model is composed
of two components, one for the dynamics of electrons and
ions in the electric discharge and one for the dynamics of the
background gas.

2.1. Model for the electric discharge dynamics

To describe the discharge dynamics, we adopt the classical
first-order drift-diffusion-reaction model [17] in local field
approximation for electrons and positive and negative ions,
coupled with Poisson’s equation to self-consistently compute
the electric field:
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Here the lower index e labels the electrons and i 1,= ¼ the
different types of positive and negative ions. Further, ne i, is the
number density of the charged species, je i, their particle current
density, e i,m and De i, their mobility and diffusion coefficients,
and 1is = o their polarity. (Note that the electric current density
carried by particle type i is e ji is .) f denotes the electric potential,
E denotes the electric field. e is the elementary charge and 0�
denotes the permitivitty of vacuum. Finally, v is the velocity of
the neutral gas through which the charged particles are moving;
as the degree of ionization of the gas molecules stays below
10−8 in the presented simulations until the final stages, the
neutral gas molecules provide the rest frame for the motion of
the charged particles.

Si is the source term for the ion species with label i. For
electrons in attaching gases like air at standard temperature
and pressure we have

S En En , 3e e e e eeffa h m a m= - =( ) ( )
where α accounts for the electron impact ionization and η for
attachment, and effa a h= - is the effective Townsend
ionization coefficient. Here, recombination or dissociative
attachment or detachment are neglected to keep the notation
simple, but they can easily be introduced for different gases.
Similarly the method of time adaptivity introduced in the next
section is not limited to the local field approximation or to the
drift-diffusion-reaction model.

Finally, the discharge couples to the gas dynamics
through the gas velocity v, and because transport and reaction
coefficients D,i im and α depend on the reduced electric field
E/N. Here, N is the number density of neutral gas molecules;
it is related to the mass density ρ as m Nwr = , where mw is
the mass of the gas molecule.
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2.2. Boundary conditions for the discharge

We assume a short discharge gap between planar electrodes.
To sustain the discharge, we include secondary emission of
electrons from the cathode on impact of positive ions. This is
implemented as a Dirichlet boundary condition for the elec-
tron density ne

n n aon the cathode. 4e e
j

j jåm g m= ( )

Here nj is the number density of the positive ion species j
reaching the cathode. Furthermore, we assume that the den-
sity of positive ions vanishes on the anode and has a homo-
geneous Neumann boundary condition on the cathode

n b0 on the anode, 4j = ( )
n c0 on the cathode, 4n j¶ = ( )

where n¶ denotes the spatial derivative normal to the electrode
surface. For negative ions, the role of anode and cathode are
exchanged.

We remark that when the full model of electric discharge is
used for computation of electron density, two boundary condi-
tions are required. For that, we implement a homogeneous
Neumann boundary condition on electron density on the anode

n 0 on the anode. 5n e¶ = ( )
At the lateral boundaries, we implement homogenous

Neumann boundary condition for the charge densities,

n n 0. 6r e i r r e i r L, 0 , r¶ = ¶ == =∣ ∣ ( )
The lateral boundary r Lr=( ) of the computational domain
extends far from the discharge axis r 0=( ) so that the boundary
effects do not interfere with the dynamics and give rise to
unphysical solutions.

2.3. Model for the gas dynamics

To model the gas dynamics, we adopt the compressible Euler
equations without viscosity. The relevant equations for the
conservation of mass, momentum and energy are in cylind-
rical coordinates
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with v vv ,r z= ( ) and ,r z� = ¶ ¶( ). Here ρ is the gas mass
density, v the gas velocity, p is gas pressure, and

v e
1
2

72�x r r= + ( )

is the total energy per unit volume. ò is the internal energy per
unit mass; it is related to pressure through the ideal gas law

p f1 , 7�r= G -( ) ( )
where Γ is the heat capacity ratio for the background gas
whose value we assume to be constant and equal to 1.4 for
air. We remark that the heat capacity will increase at the high
temperatures reached at the final stages of the presented
simulations, but this effect is not taken into account here.

We note that in principle the electron and ion drag force
would need to be included in the momentum balance of
equations (7b) and (7c), but we neglect it as ionization density
in the present simulations is too low.

Sx is the energy source term that models gas heating. It is
modeled as follows: the electrical power density deposited by
the discharge is

P e E j j , 8e
i

i iå s= - +
⎛
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⎞
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where ji e, is the particle current density of the charged species
with label i or of the electrons e. We assume that a fraction η
of the power density P is converted immediately (on a
nanosecond time scale) into heat ξ [3, 12], and the remaining
1 h-( ) of P is first stored in vibrational states of the mole-
cules in an energy density reservoir v� and released as heat
with a relaxation time τ. This process is modeled as
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Equation (9a) for v� can be integrated which leads to the final
expression for Sξ
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Throughout the simulations presented here, we use 0.15h =
and 20 st m= . The values of these parameters are discussed
in section 4.2.1.

2.4. Boundary conditions for the fluid equations

For the fluid equations describing gas flow, we implement the
following boundary conditions on the electrodes z 0=( and
z Lz= )

v a0, 11z = ( )

p b0. 11z¶ = ( )
On the outer radial boundary r Lr=( ) of the computational
domain, we implement an outflow boundary condition. These
are not physical boundary conditions, but they are imple-
mented for computation. The details of the implementation
are discussed in appendix A.3. We remark that for the time
simulated in this work, the shockwaves traveling in the
radially outward direction do not reach the outer boundary.
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3. The reduced model on the ion time scale and time
adaptivity to electron or ion dynamics

3.1. Motivation and problem statement

At the beginning of a pulsed discharge in a short gap, free
electrons might deposit energy in the gas while drifting
through the system. This is the avalanche and possibly the
streamer phase, dominated by electron dynamics while the
ions hardly move. At later stages, the dynamics might be
dominated by the ions that move much more slowly due to
their higher mass; also the heat driven expansion of the carrier
gas evolves on a much longer time scale than the electron
dynamics. During this stage, the electrons might form an
approximately stationary distribution determined by the local
electric field and gas density. But it is also possible—as we
will see below—that one needs to switch back to the time
scale of electron motion.

Solving the long time evolution completely on the elec-
tron time scale requires very long computation times.
Therefore we here develop a method that is adaptive in time,
switching between the time scales of electron or ion dynam-
ics. In section 3.2 we extend the method of adiabatic
decoupling [14, 15] to discharges with multiple ion species,
thus deriving a reduced model on the time scale of ion
motion. Then we test numerically in section 3.3 when the
reduced model on the ion time scale is an appropriate
approximation of the full dynamics. Finally in section 3.4, we
briefly discuss criteria for switching between the full and the
reduced model.

3.2. Derivation of the reduced model on the ion time scale

The discharge model introduced in the last section accounts
for the electron time scale. However, eventually the discharge
dynamics might be dominated by the ion dynamics while the
much faster electrons can approach an approximately sta-
tionary distribution around the ions. And when the same
number of electrons and ions are created locally, but the
electrons move much faster, the space charge density is
dominated by the ions. This is even more true when electron
loss by attachment is included.

The derivation of an appropriate model can be formalized
by methods for differential equations such as rescaling and
singular perturbation theory. These methods identify which
terms in an equation balance each other to form the solution,
and which terms can be neglected. This balance of terms can
change depending on conditions, both in space and in time.
We introduced the method in [14, 15] under the name
‘adiabatic decoupling’ as it was called in early quantum
mechanics to study electron dynamics in atoms and molecules
where the nuclei are much heavier and slower than the elec-
trons. In [14, 15], the discharge model on the ion time scale
was derived for only one ion species, and assuming that
mobilities and diffusion coefficients are constant. Here we
generalize the derivation to several ion species and to trans-
port coefficients depending on the local reduced field E/N or
other local variables.

As the basic parameter for the rescaling, we choose
mobilities e

0m and 1
0m of the electrons and of the dominant

positive ion species for some characteristic, but arbitrary
value of the reduced electric field E/N. Their ratio determines
the small parameter

1. 12
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1
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Mobilities and diffusion coefficients of the ions are now
rewritten as
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where the functions fi and gi are of order unity, and where De
0

is the electron diffusion coefficient at the same characteristic
electric field as e

0m . This notation makes explicit which terms
in the equations are of order 1m � or of order unity. Fur-
thermore, we assume the gas velocity v to be of the order of a
typical ion drift velocity or smaller, i.e.

v v v E, . 141'-m m= ˜ ∣˜ ∣ ( ∣ ∣) ( )
Now when these relations are inserted into the discharge

model (2a)–(2c) and when the limit 0m l is taken, all ion
currents and the gas velocity vanish, and one recovers the
well known avalanche and streamer discharge model that
traces the electron motion and neglects the ion motion:
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But in a singularly perturbed set of differential equations
it happens typically, that also another scaling can be chosen.
When we focus on the situation where electrons and ions
are created in equal rates in time, but move with different
velocities, their current densities should be similar:

n ne e 1 1'm m= ( ). This suggests to scale the electron density as

n
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as ne˜ and ni are of the same order of magnitude.
Furthermore, the time is rescaled to focus on the ion

motion:

t t. 17m=˜ ( )

Substituting these identities into the discharge model and
using (14), we find
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Now the small parameter μ again appears explicitly as a linear
coefficient of nt e¶ ˜˜ , of nv e˜ ˜ and of ne˜ in the Poisson equation.
Here μ acts as a singular perturbation as it multiplies the time
derivative nt e¶ ˜˜ . Letting 0m l defines the model on the ion
time scale. After the rescaling is undone, the discharge model
on the ion time scale is finally
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In contrast to the original model, the time derivative of the
electron density and its coupling to the gas motion has dis-
appeared, and the electron density is also eliminated from the
Poisson equation. While this is the mathematical derivation of
this limit, we discussed the physical justification for the
approximation at the beginning of this section.

3.3. Numerical test of the reduced model on the ion time scale

We now have derived two different limits of 0m l for the
discharge model, one in equations (15a)–(15c) on the electron
time scale, and one in equations (19a)–(19d) on the ion time
scale. In analytical approaches, such equations can be linked
through asymptotic matching. In section 4, we will use these
different models to perform numerical time integration that is
adaptive to the state of the dynamics.

However, here we will first test whether and when the
reduced model on the ion time scale (19a)–(19d) approx-
imates the full reaction drift diffusion model (2a)–(2c) well.

3.3.1. Simulation conditions. In order to run simulations of
the full model on the electron time scale up to 2 μs within
reasonable computing times, we perform simulations in one
spatial dimension. We model N2 at standard temperature and
pressure with two charged species, namely electrons and N2

+

ions. The values of transport and reaction coefficients are
taken from Montijn et al [18]. We neglect electron diffusion
in the reduced model. The gas gap between two planar
electrodes has a length of L 0.46 mm= , and we assume
secondary emission from the cathode (4a) with 0.07g = . The
electric potential difference between the electrodes is fixed in
such a manner that the average electric field is 17kV cm−1,
i.e., well below the breakdown value. The initial condition is

a rectangular neutral seed with

n n L x L4.8 10 cm for 0.5 0.7 . 20e
8 3 - -= = ´+

- ( )

The full model and the model on the ion time scale are
spatially discretized using the schemes described in the
appendix. For the spatial grid we choose 800 points which
corresponds to a spatial resolution of 0.57 mm . For time-
stepping we use the explicit trapezoidal rule for both models.
We verified that further refinement of the grid did not alter the
results. Therefore numerical errors are insignificant in the
presented results.

3.3.2. Comparison of results. Figure 1 shows the spatial
profiles of the electron number density n x t,e( ), of the ion
number density n x t,+( ), and of the deposited energy density

P x, d
t

0ò t t( ) (with the power density P of equation (8)) for
different time steps. The blue lines indicate results of the full
drift-diffusion-reaction model, and the red dotted line of the
reduced model.

As the hydrodynamics of the gas are not followed here,
the deposited energy density is determined by the discharge
evolution, but does not couple back onto the discharge
dynamics. The energy is included in our plots, because it
shows characteristic differences between the models, that will
be important for the solution of the full problem.

Let us start with discussing the full model indicated
in blue.

• Initially at time t=0 electron and ion density are
identical and no energy is deposited yet. Up to time
t 7 ns» , the electrons drift out of the system while the
ions do not move much. The electrons deposit energy
along their drift trajectory as indicated in the right
column. They also create additional electrons and ions by
impact ionization along their path, but at such a low
density that they are not visible on the plotted scale
(except at the very last time step of 2 μs).

• During the next larger time steps from 100 to 500ns, the
ions drift to the right while the electron density is
negligible. After time t=500ns the ions hit the cathode
and generate electrons by secondary emission. Therefore
at time t 750 ns= while the ions keep arriving at the
cathode, the electron density has increased to a value of
the order of 105 cm−3. It decreases again after t 1 sm=
when the ions have left the system. Note that the total
energy density deposited after the primary electron and
ion packages have left the system is constant in space.
This is correct and can serve as a consistency check, as
the same number of electrons and ions have moved over
each point in space, and as the electric field is constant.

• At the last time step t 2 sm= , two plateaus of ion density
can be seen when the plot scale is changed from
5× 108/cm3 to 2× 105/cm3. As the ions move through
the whole length of the system in about 2μs, the higher
plateau of ion density near the right boundary must have
been created while the initial electron pulse moved out of
the system up to time t=10ns. The second lower

5
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Figure 1. From left to right: spatial profiles of electron number density ne, ion number density n+ and deposited electrical energy density for
the 1D test case in nitrogen at standard temperature and pressure. The rows from top to bottom show the times 0, 3, 6, 10, 100, 500, 750,
1000 and 2000ns. The results of the complete drift-diffusion-reaction model are drawn in blue, and those of the reduced model in red.
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plateau that extends until about the middle of the system,
must have been created when the initial ion pulse hit the
cathode, during the time interval of 600ns to 1μs. The
cycle of arriving ion packages of decreasing amplitude
continues until the gap is devoid of ions and the discharge
decays.

The reduced model on the ion time scale is indicated
in red. The first observation is that the ion motion of the
reduced model agrees with the one of the full model for
almost all times. But there are important differences in the
electron density and the deposited energy:

1. Initially up to time t 10= ns, the electron density does
not move out of the system, but disappears instanta-
neously in the first numerical time step. This is because
the electron dynamics is not followed, but the electron
density is determined by the electron density on the
cathode together with the instantaneous equation (19a).
An immediate consequence is that these electrons do
not deposite energy in the system during the initial
stage, and this lack of energy is seen very clearly until
the last time step of the simulation. This difference has
an impact on the solution, if the gas dynamics due to
heating couples back onto the discharge model.

2. At later times, the electron density is approximated very
well by the reduced model, as zooming into a narrow
range of values of the electron density at times t 750=
ns and t 2 sm= shows. However, there is a major
discrepancy at time t 1 sm= . This is because at this
time the ion density on the cathode and therefore the
rate of electron injection into the system changes so
rapidly, that the adiabatic elimination of the electron
dynamics is not valid anymore.

3. At time t 2 sm= , the ion density approximated by the
reduced and the full model differ significantly close to
the cathode. The staircase structure predicted by the full
model in the region x 0.4, 0.48 mmÎ ( ) represents the
ions that were created by the initial seed of electrons via
impact ionization while drifting out of the system.
However, in the reduced model the initial seed of
electrons did not create any ions in the gap (see point 1
above).

3.4. Computational adaptivity to electron or ion time scale

The observations above show that most of the time, the
reduced model on the ion time scale approximates the full
dynamics very well. Only during the time interval of the
initial 8ns, and during a short time interval around 1μs, the
full dynamics differs from the reduced one. With an appro-
priate criterion the calculations can switch between the full
and the reduced model and save substantial computing time.

We recall that in the reduced model the temporal deri-
vative of the electron density nt e¶ in (2a) and the space charge
effects of the electron density in (2c) are neglected. In the
present paper, the models are switched by hand, but we here
briefly discuss possible programmed criteria that would allow
the model to be adaptive in time.

For switching from the full to the reduced model, the size
of nt e¶ and ne relative to the other terms in equations (2a) and
(2c) can be taken as a criterion. For switching from the
reduced to the full model, nt e¶ is not available, but the
effective change of ne (due to changing distributions of ions,
fields or gas density) within a numerical time step can be
taken as a criterion. We will test the concept and develop a
numerical algorithm for adaptivity in time in future work.

4. Simulation and results

4.1. Set-up of the model

We now present simulations of the evolution of an electric
discharge in air at a pressure of 1 bar and a temperature of
300K. The gap size of 1.38mm, and the applied voltage
3.7kV, which amounts to an electric field of 27kV cm−1 as
long as space charge effects of the discharge can be neglected.
In such as field below breakdown, an electrical discharge can
develop only due to field enhancement at the tip of a streamer
discharge [19] or due to a (local) decrease of air density. In
the simulations presented here, the decreasing air density
drives the discharge evolution.

On the cathode, secondary emission (4a) is included with
a factor of 0.3g = which means that 10 positive ions
impacting on the cathode liberate 3 electrons on average from
the surface into the discharge. A self-sustained Townsend
discharge can develop and grow in a homogeneous field E in
a gas density N, if E N 1060eff .a ( ) /m, according to (1).

To start the simulation, we place a seed of positive ions
and electrons with a gaussian distribution given by

n r z n
r z z

, exp , 21t
r z

0 0

2

2
0

2

2s s
= - -

-
=

⎡
⎣⎢

⎤
⎦⎥( ) ∣ ( ) ( )

where we assign n z6.9 10 cm , 0.69 mm0
16 3

0= ´ =- and
23 mr zs s m= = . This amounts to approximately 2.2 109´

electrons and ions. Since we carry out our simulations in air,
the ratio of the initial number density of positive nitrogen ions
to the initial number density of positive oxygen ions is taken
as 4:1. The initial velocity v of the background gas is set
equal to zero.

We perform the simulation in 3D with cylindrical sym-
metry around the z-axis (effectively 2D in r z, coordinates). In
the radial direction the domain extends from r 0 mm= to
r 4.14 mm= . The ionic species included are N , O2 2

+ + and O2
-.

As in section 3, we neglect electron diffusion in the reduced
model. However, ion diffusion is taken into account in both the
full model and the reduced model. The transport and reaction
coefficients were read from a data file which was generated
from online calculation tool BOLSIG+ (dated 27-06-2016)
with the Phelps database [20, 21] from the LXCat website.
The applied field is slightly below the breakdown value of
27.5kV cm−1 at standard temperature and pressure, and
therefore the effective ionization coefficient effa is negative. In
the current work, we have not considered detachment pro-
cesses. It will be included in our future work where chemical
pathways will be treated more comprehensively.
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For details regarding the numerical implementation of the
schemes used in the computation of physical quantities rela-
ted to electrical discharge and gas, we refer the reader to
appendix.

We switch from the full model to the reduced model at
time t 10 ns= to accelerate the computation. At this moment
of time the primary electrons have left the system and the
system comprises of heavier ionic species. Furthermore, the
contribution to the space charge is dominated by the ionic
species and therefore the electric field profile is well
approximated by the ionic distribution.

4.2. Simulation results

Figures 2 and 3 show the time evolution of electron density
ne, density np of positive oxygen and nitrogen ions, density
nO2

- of negative oxygen ions, effective Townsend coefficient
E Neffa ( ), air temperature T and ratio 0r r of air density ρ

over air density 0r at standard temperature and pressure. In
figure 4, we plot the temporal evolution of charge densities,
gas temperature, gas pressure and relative gas density at
the points z L0.3 z= (lower-half) and z L0.7 z= (upper-half)
at time steps t 0, 0.29, 0.58= , 0.86, 1.15, 1.44, 1.72,
2.01, 2.29, 2.58, 2.86, 3.15, 4.29, 11.4 and 25 sm . As the
system evolves, we first observe activity in the upper-half due
to the relatively fast movement of electrons. On the longer
timescale, activity in the lower half is observed when the ions
move. Figures 2 and 3 show the full gap between the elec-
trodes, but they zoom in into the structures near the center and
do not show the full radial extension of the simulation. The
temporal evolution is organized in three groups, where each
group uses the same color scheme for densities and fields.

The figures show the following distinct stages of
evolution.

4.2.1. Drift of the initial electrons to the anode up to time ≈7
ns. The simulation starts with a concentrated ionization seed
with an equal number of electrons and positive ions, while
there are no negative ions in the system. Electric field,
temperature and air density are constant in space. The
Townsend coefficient effa is constant and negative.

Up to approximately 7ns, the electrons drift upwards
towards the anode and leave the system, while the positive
ions are essentially immobile. While the electrons are drifting,
their number decreases due to attachment and increases due to
impact ionization; whether this relates to a net loss or a net
gain, depends on the sign of effa . The electron attachment can
directly be seen in the form of negative ions left behind along
the electron trail. Due to the high value of the reduced electric
field E/N, the attachment is quite strong and hence the
number of negative oxygen ions quite large.

The electrons also generate Ohmic heat along their trail.
This causes the local temperature T to rise up to a maximum
of 500K after 10ns. As we assume that only 15% of the
Ohmic heat is released directly, while 85% is stored in
vibrational states and released as heat on a time scale of
20 sm , the local temperature increases further up to a
maximum of 720K at time 293ns. On the other hand, the

time is too short for thermal expansion of the air, so the air
density N or ρ changes by approximately 1%. The assumption
of E N 15%h =( ) is based on previous work [3, 22].
Furthermore, in this work the ultrafast VT-relaxation time-
scale of the vibrationally excited N2 n( ) is treated as a
parameter. We chose its value to be 20 sm . It was a choice
based on work by Komuro et al [23]

The effective Townsend coefficient effa depends on the
reduced electric field E N; it is mostly negative, but reaches
positive values above the electron package and below the ion
package. As air density N has hardly changed, this indicates a
local enhancement of the field E due to the local space
charges.

4.2.2. Switching from full to reduced model at time 10ns. The
numerical test of the last section has shown that the electrons
have to be traced with the full dynamics during the initial
stage. Otherwise no heat would be deposited during this
stage, and also the trail of negative ions would be missing.
After the initial electrons have left the system, we switch to
the reduced model at time t=10ns for the rest of the
simulation.

We mention that in previous work [16] we have started
right away with the reduced model in a study of electric
breakdown in supercritical nitrogen and therefore missed the
heat deposited during the initial stage and its effects on the
further dynamics.

4.2.3. Drift of the initial ions to the cathode up to time 1.7μs.
The positive ions are initially inserted in the middle of the
gap. In the initial air density and electric field they would
reach the electrode after approximately 1.7μs. And this is
what they do, despite some field enhancement and decrease of
air density. The trail of negative ions moves upwards towards
the anode within the same time. As there is no source of
electrons, the electron density vanishes after the initial
electrons have reached the anode.

While the ions move, they deposit Ohmic heat. In the
time frame t 0 293 ns= – the heat deposited in the upper part
of the system is significantly greater than in the lower part
of the system. This occurs because in that time frame the
ions have not drifted much and hence have not deposited
substantial heat. In comparison, the electrons move rapidly
and deposit electrical energy as heat while creating more
electrons (and ions) on their way out. On the longer timescale,
the ions start drifting and deposit heat in the lower part of the
system. This can be observed in the gas temperature profile on
longer timescale where the temperature rises as the ions drift
downward. Furthermore, the density of the postive ions also
decreases due to radial diffusion as they drift downward.

The increased air temperature drives an expansion wave;
hence the air density ρ decreases by up to 3% in the center
and increases by up to 2% in the expansion shock wave. The
change of N or m Nwr = also leads to a change of the
effective Townsend coefficient effa .
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Figure 2. Evolution of electron number density ne, positive ion number density np, negative ion number density nO2
-, effective Townsend

coefficient effa , gas temperature T and normalized gas density 0r r . The initial seed of electrons and positive ions is placed on the discharge
axis r 0=( ) at z 0.69 mm= . The gas is air at 1 bar and a voltage of 3.7 kV is applied to a gap of 1.38 mm. The temporal sequence for t 0= ,
3, 6, 10 and 293ns in the left panel are plotted with one color scheme for densities and fields, and the sequence for t 580= and 867ns, and
1.15, 1.44, 1.72μs in the right panel with another color scheme. The full height of the system is shown, but the plots are truncated in the
radial direction.
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4.2.4. Second and third ionization wave and electric
breakdown due to heating. At time t 1.72 sm= , the
positive ions reach the cathode and liberate electrons

through secondary emission. These electrons on their way
up to the anode create ionization along their trail. In the plot at
time 1.72μs, this can only be seen in the electron density. But
at time 2.01μs, when the primary ions have left the system, the
color coding of the ion density in the figure is changed, and two
structures of positive ion columns are visible. The ‘blue’
column (corresponding to a density of 2 1014» ´ /cm3) over
almost the whole height of the system is the positive ion
density created at that instance by the electrons. The negative
ion density shows a corresponding column due to electron
attachment along their trail. The ‘red’ column (corresponding
to a density of positive ions of 1 1015» ´ /cm3) in the lower
half of the plot is the ion density created while the primary
electrons drifted out of the system. This column in the mean
time has drifted down by half the gap length.

Each column of positive ions will create another
ionization wave when reaching the cathode, so the cycle
repeats, but the amplitude decreases because the field is below
breakdown, similarly to the 1D case discussed in the previous
section. The difference lies in the fact that now air heating and
expansion is included. The temperature keeps increasing in
the channel and drives an expansion shock wave where the air
density increases by 30%, while it decreases in the channel by
50% at time 25μs. This leads to a large increase of the
reduced electric field E/N and of the ionization rate and paves
the way to full electric breakdown. In fact, already at time
t 11.4 sm= , the minimum value of effa along the discharge
axis is larger than 1060 m 1- which suffices to support a
Townsend discharge according to equation (1). Figure 5
shows the temporal evolution for the total input energy
deposited on the axis of the discharge. A fraction 0.15h = of
the input energy instantaneouly heats the gas and the
remaining energy is relaxed with a VT-relaxation timescale
of 20μs.

The simulation can be continued until time t 35 sm=
when temperature reaches a maximum of about 20000 K, but
then our physical model with a majority of non-ionized air
molecules is certainly no longer applicable.

We also carried out simulation (not included in this
work) with 0.3, 100h t= = ns and reduced initial seed
size. We found the results to be qualitatively similar to the
results obtained above. Since the VT relaxation timescale of
100ns is much smaller as compared to 20 sm , the heating
takes place at a faster rate resulting is an earlier breakdown.

5. Summary and outlook

We have simulated the dynamics of a coupled system of
electric discharge and background gas in air at standard
temperature and pressure in a short gap in plane-to-plane
electrode configuration, assuming cylindrical symmetry. Our
discharge model includes electron impact ionization, attach-
ment and secondary emission in fluid approximation with
coefficients depending on electric field and gas density, and
the hydrodynamic model for the carrier gas accounts for
Ohmic heating and the associated gas expansion.

Figure 3. Continuation of the previous figure with plots for t 2.01= ,
2.29, 2.58, 2.86, 3.15, 4.29,11.4 and 25μs, again with a different
color scheme for the densities and fields.
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To treat the widely varying time scales of electron and
ion dynamics, gas heating and expansion, we have derived a
reduced model on the (slow) time scale of ion motion. In
previous work [16], we had used the reduced model only. In
the present paper, we show that this approach leads to missing
some heat deposition during the initial stage, and to errors at
well defined later stages. We therefore now switch between
the full model on the (fast) electron timescale and the reduced
model on the (slow) ion timescale. This adaptivity in time
largely enhances computational efficiency.

Our simulations show how the air gap eventually breaks
down due to gas heating, rather than due to the streamer
mechanism which is driven by space charge effects. We
observe a cyclic process: positive ions hit the cathode, liberate
electrons via secondary emission, and these electrons feed the
discharge channel by producing more electrons and ions via
impact ionization. The newly created ions again drift toward
the cathode. The moving electrons and ions heat the gas, the
gas expands, and eventually electric breakdown occurs in an
unchanged electric field due to the decreased gas density near
the discharge axis.

Figure 4. Temporal evolution for the charged particle densities, gas temperature, gas pressure and relative gas density at
z L0.3 0.414 mmz= = and z L0.7 0.966 mmz= = . Plotted are time steps t 0, 0.29, 0.58= , 0.86, 1.15, 1.44, 1.72, 2.01, 2.29, 2.58, 2.86,
3.15, 4.29, 11.4 and 25 s.m

Figure 5. Temporal evolution for the total input energy deposited on
the axis of the discharge. A fraction 0.15h = of the input energy
instantaneouly heats the gas and the remaining energy is relaxed
with a VT-relaxation timescale of 20μs. The time steps plotted are
the same as in figures 2 and 3.
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While in the present work we switched by hand from the
full to the reduced model, we will study the switching criteria
in more detail in future work to provide automatic time
adaptivity of the computational code. We also intend to
include more chemical and ion species in future 2D modeling
to better understand the combined contributions of gas
expansion and changing gas composition.
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Appendix. Numerical implementation

In this appendix, we discuss the numerical methods we
employed to disctretize our equations. We recall that in this
work we have used a strategy where we first carry out the
simulation of the full model (drift-diffusion-reaction model
for elefctric discharge) coupled to the Euler equations on the
timescale of electron motion. After the primary electrons have
left the system, we switch to the reduced model for electric
discharge coupled to the Euler equations and carry out the
simulation on the timescale of ion motion. Below we briefly
describe the discretization schemes we employed to carry out
the simulation in both these situations.

We adopt a finite volume approach for computation
whereby we employ a conservative flux limited scheme
[24, 25] with Koren flux limiter for discretization in space.
These discretizations are similar to those by Montijn et al
[26]. The model after discretization in space is a differential
algebraic system. Formally, the system can be written as

d P F P Q a, , A.1t = ( ) ( )
G P Q b0 , , A.1= ( ) ( )

where in the full model (A.1a) represents the system of
coupled ODEs describing the electrons, ions and gas variables
and (A.1b) describes the electric field. In the reduced model
(A.1a) represents the system of coupled ODEs describing the
ions and gas variables and (A.1b) describes the electrons and
the electric field. Now the equation (A.1b) can be solved in
terms of variable P such that

Q H P . A.2= ( ) ( )
The details of actual implementation will be described below
(appendix A.1). The resulting system of ODEs then is given by

d P P P F P H P a, where , . A.3t = Y Y =( ) ( ) ( ( )) ( )
This is evolved in time using a second-order Runge–Kutta
method (explicit trapezoidal rule) [27]. In terms of the original
system (A.1), this can be described in two stages, the first of
which reads

P P tF P Q a, , A.4n n n n1* = + D+ ( ) ( )

Q H P b, A.4n n1 1* *=+ +( ) ( )

where Pn and Qn represent the value of the variables P and Q at
time t tn= . Finally, the value of the variables at time t tn 1= +
are

P P tF P Q tF P Q

a

1
2

,
1
2

, ,

A.5

n n n n n n1 1 1* *= + D + D+ + +( ) ( )
( )

Q H P b. A.5n n1 1=+ +( ) ( )
The time-step is chosen such that the CFL condition for
numerical stability is satisfied.

A.1. Computation of electron density in reduced model

In the reduced model we compute the electron density that
now is of the form (A.1b), as follows. For simplicity, we first
discuss the strategy in 1D case and later give the generalized
form in 2D. The equation describing the electron dynamics in
the reduced model of electric discharge that we adopt (after
comparison with the drift-diffusion-reaction model) is:

x
j S , A.6e e

¶
¶

= ( )

where the total current density j n Ee e em= - and source term
S je ea= ∣ ∣. We have set electron diffusion coefficient De to
zero in the total electron current density. For a given time t,
the above equation is an ODE with x as the independent
variable. The initial condition is given by j je

b
p
bg= , where jp

b

is the ion current density evaluated at the cathode and γ
denotes the secondary emission coefficient. We can then
adopt an ODE method (with x serving as the independent
variable) to compute the electron current density (and hence
the electron number density n j Ee e em= ∣ ∣ ( )) at the next step
given the value at the previous step. Note that in the reduced
model the contritbution of electrons to the space charge is
negligible and the electric field in completely determined by
the distribution of the ions. For discretization we use the
extrapolated second-order BDF2 method applied to (A.6) in
backward direction:

j j j xS xS
3
2

2
1
2

2 , A.7e
m

e
m

e
m

e
m

e
m1 2 1 2- + = - D + D+ + + + ( )

where xD is the width of a grid cell and m is the position
index such that m M M2, 3, , 3, 2, 1= - - ¼ , where M is
the number of grid cells in 1D. This two-step method needs
je

M and je
M 1- as starting values. To compute je

M we use the
Euler method,

j j
x

S
2

, A.8e
M

e
b

e
b= -

D ( )

where je
b and Se

b denote the electron current density and the
source term for electrons evaluated at the cathode respec-
tively. Furthermore, je

M 1- is computed by integrating
equation (A.6) using a second-order Runge Kutta method
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(explicit trapezoidal rule) with je
M as initial value and time-

step equal to xD as in appendix A.1
The strategy described above can be generalized to 2D-

cylindrically symmetric geometry. The equation describing
the electron dynamics is:

z
j

r r
j S

1
, A.9e e ez r

¶
¶

+
¶
¶

= ( )

where j n E j n E,e e e z e e e rz r
m m= - = - and S nEe e eam= ∣ ∣ . The

above equation can be written as:

z
j S , A.10e ez

¶
¶

= ¯ ( )

where Sē is the modified source term given by:

S S
r r

j
1

. A.11e e er
= -

¶
¶

¯ ( )

The equation (A.10) can now be integrated in exactly the
same way as in the 1D-case with z serving as the independent
variable.

A.2. Implementation of heating term in Euler system

The source term describing Joule heating of the gas is
according to equation (10)

S t P t

P t
t

r r

r

, , 1

, e
d

, A.12
t

t tò

h h

t

= + -

´ ¢
¢

x

t

-¥

- - ¢

( ) ( ) ( )

( ) ( )( )

where τ denotes the relaxation time constant of the excited
vibrational energy states of the gas. The calculation of the
temporal integral can be simplified by noting that

t t P t
t

t P t
t

r r

r r

, , e
d

e , , e
d

,

A.13

t t
t t t

t

t

t t
t t t

!

!

ò

ò
t

t

+ D ¢
¢

= + ¢
¢

t

t t

-¥

+D
- +D - ¢

-D
+D

+D - ¢

( ) ≔ ( )

( ) ( )
( )

( )

( )

so we only have to perform the integral from time t to t t+ D
to update the integral ! . The source term can be computed to
desired accuracy by computing the integral terms via quad-
rature rules; we have used the simple Trapezoidal rule.

A.3. Implementation of outflow boundary condition in the Euler
system

To implement the outflow boundary condition in the Euler
system on the outer radial boundary r Lr=( ) we extrapolate

v, rr and p. For that we fit a second-order polynomial for the
variables v, rr and p through the points r z r z, , ,M n M n2 1- -( ) ( )
and r z,M n( ), where the index M refers to the outermost cell-
centers in the radial direction and n refers to index in the z-
direction. Thereafter, we compute the value of the variable
( v, rr and p) by evaluating the respective polynomial on the
outer radial boundary.
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