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#### Abstract

We consider the problem of minimizing a polynomial over a semialgebraic set defined by polynomial equations and inequalities, which is NP-hard in general. Hierarchies of semidefinite relaxations have been proposed in the literature, involving positive semidefinite moment matrices and the dual theory of sums of squares of polynomials. We present these hierarchies of approximations and their main properties: asymptotic/finite convergence, optimality certificate, and extraction of global optimum solutions. We review the mathematical tools underlying these properties, in particular, some sums of squares representation results for positive polynomials, some results about moment matrices (in particular, of Curto and Fialkow), and the algebraic eigenvalue method for solving zero-dimensional systems of polynomial equations. We try whenever possible to provide detailed proofs and background.
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1. Introduction. This survey focuses on the following polynomial optimization problem: Given polynomials $p, g_{1}, \ldots, g_{m} \in \mathbb{R}[\mathbf{x}]$, find

$$
\begin{equation*}
p^{\min }:=\inf _{x \in \mathbb{R}^{n}} p(x) \text { subject to } g_{1}(x) \geq 0, \ldots, g_{m}(x) \geq 0 \tag{1.1}
\end{equation*}
$$

the infimum of $p$ over the basic closed semialgebraic set

$$
\begin{equation*}
K:=\left\{x \in \mathbb{R}^{n} \mid g_{1}(x) \geq 0, \ldots, g_{m}(x) \geq 0\right\} . \tag{1.2}
\end{equation*}
$$

Here $\mathbb{R}[\mathbf{x}]=\mathbb{R}\left[\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right]$ denotes the ring of multivariate polynomials in the $n$-tuple of variables $\mathbf{x}=\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right)$. This is a hard, in general nonconvex, optimization problem. The objective of this paper is to survey relaxation methods for this problem, that are based on relaxing positivity over $K$ by sums of squares decompositions, and the dual theory of moments. The polynomial optimization problem arises in numerous applications. In the rest of the Introduction, we present several instances of this problem, discuss the scope of the paper, and give some preliminaries about polynomials and semidefinite programming.
1.1. The polynomial optimization problem. We introduce several instances of problem (1.1).

The unconstrained polynomial minimization problem. This is the problem

$$
\begin{equation*}
p^{\min }=\inf _{x \in \mathbb{R}^{n}} p(x) \tag{1.3}
\end{equation*}
$$

of minimizing a polynomial $p$ over the full space $K=\mathbb{R}^{n}$. We now mention several problems which can be cast as instances of the unconstrained polynomial minimization problem.

Testing matrix copositivity. An $n \times n$ symmetric matrix $M$ is said to be copositive if $x^{T} M x \geq 0$ for all $x \in \mathbb{R}_{+}^{n}$; equivalently, $M$ is copositive if and only if $p^{\min }=0$ in (1.3) for the polynomial $p:=\sum_{i, j=1}^{n} \mathbf{x}_{i}^{2} \mathbf{x}_{j}^{2} M_{i j}$. Testing whether a matrix is not copositive is an NP-complete problem [111].

The partition problem. The partition problem asks whether a given sequence $a_{1}, \ldots, a_{n}$ of positive integer numbers can be partitioned, i.e., whether $x^{T} a=0$ for some $x \in\{ \pm 1\}^{n}$. Equivalently, the sequence can be partitioned if $p^{\min }=0$ in (1.3) for the polynomial $p:=\left(\sum_{i=1}^{n} a_{i} \mathbf{x}_{i}\right)^{2}+$ $\sum_{i=1}^{n}\left(\mathbf{x}_{i}^{2}-1\right)^{2}$. The partition problem is an NP-complete problem [45].

The distance realization problem. Let $d=\left(d_{i j}\right)_{i j \in E} \in \mathbb{R}^{E}$ be a given set of scalars (distances) where $E$ is a given set of pairs $i j$ with $1 \leq i<j \leq n$. Given an integer $k \geq 1$ one says that $d$ is realizable in $\mathbb{R}^{k}$ if there exist vectors $v_{1}, \ldots, v_{n} \in \mathbb{R}^{k}$ such that $d_{i j}=\left\|v_{i}-v_{j}\right\|$ for all $i j \in E$. Equivalently, $d$ is realizable in $\mathbb{R}^{k}$ if $p^{\mathrm{min}}=0$ for the polynomial $p:=\sum_{i j \in E}\left(d_{i j}^{2}-\sum_{h=1}^{k}\left(\mathbf{x}_{i h}-\mathbf{x}_{j h}\right)^{2}\right)^{2}$ in the variables $\mathbf{x}_{i h}$ $(i=1, \ldots, n, h=1, \ldots, k)$. Checking whether $d$ is realizable in $\mathbb{R}^{k}$ is an NP-complete problem, already for dimension $k=1$ (Saxe [142]).

Note that the polynomials involved in the above three instances have degree 4. Hence the unconstrained polynomial minimization problem is a hard problem, already for degree 4 polynomials, while it is polynomial time solvable for degree 2 polynomials (cf. Section 3.2). The problem (1.1) also contains ( $0 / 1$ ) linear programming.
(0/1) Linear programming. Given a matrix $A \in \mathbb{R}^{m \times n}$ and vectors $b \in \mathbb{R}^{m}, c \in \mathbb{R}^{n}$, the linear programming problem can be formulated as

$$
\min c^{T} x \text { s.t. } A x \leq b,
$$

thus it is of the form (1.1) where the objective function and the constraints are all linear (degree at most 1) polynomials. As is well known it can be solved in polynomial time (cf. e.g. [146]). If we add the quadratic constraints $x_{i}^{2}=x_{i}(i=1, \ldots, n)$ we obtain the $0 / 1$ linear programming problem:

$$
\min c^{T} x \text { s.t. } A x \leq b, x_{i}^{2}=x_{i} \forall i=1, \ldots, n,
$$

well known to be NP-hard.

The stable set problem. Given a graph $G=(V, E)$, a set $S \subseteq V$ is said to be stable if $i j \notin E$ for all $i, j \in S$. The stable set problem asks for the maximum cardinality $\alpha(G)$ of a stable set in $G$. Thus it can be formulated as

$$
\begin{align*}
\alpha(G) & =\max _{x \in \mathbb{R}^{V}} \sum_{i \in V} x_{i} \text { s.t. } x_{i}+x_{j} \leq 1(i j \in E), x_{i}^{2}=x_{i}(i \in V)  \tag{1.4}\\
& =\max _{x \in \mathbb{R}^{V}} \sum_{i \in V} x_{i} \text { s.t. } x_{i} x_{j}=0(i j \in E), x_{i}^{2}-x_{i}=0(i \in V) . \tag{1.5}
\end{align*}
$$

Alternatively, using the theorem of Motzkin-Straus [109], the stability number $\alpha(G)$ can be formulated via the program

$$
\begin{equation*}
\frac{1}{\alpha(G)}=\min x^{T}\left(I+A_{G}\right) x \text { s.t. } \sum_{i \in V} x_{i}=1, x_{i} \geq 0(i \in V) . \tag{1.6}
\end{equation*}
$$

Using the characterization mentioned above for copositive matrices, one can derive the following further formulation for $\alpha(G)$

$$
\begin{equation*}
\alpha(G)=\inf t \text { s.t. } t\left(I+A_{G}\right)-J \text { is copositive, } \tag{1.7}
\end{equation*}
$$

which was introduced in [37] and further studied e.g. in [51] and references therein. Here, $J$ is the all ones matrix, and $A_{G}$ is the adjacency matrix of $G$, defined as the $V \times V 0 / 1$ symmetric matrix whose $(i, j)$ th entry is 1 precisely when $i \neq j \in V$ and $i j \in E$. As computing $\alpha(G)$ is an NPhard problem (see, e.g., [45]), we see that problem (1.1) is NP-hard already in the following two instances: the objective function is linear and the constraints are quadratic polynomials (cf. (1.5)), or the objective function is quadratic and the constraints are linear polynomials (cf. (1.6)). We will use the stable set problem and the following max-cut problem in Section 8.2 to illustrate the relaxations methods for polynomial problems in the $0 / 1$ (or $\pm 1$ ) case.

The max-cut problem. Let $G=(V, E)$ be a graph and $w_{i j} \in \mathbb{R}$ $(i j \in E)$ be weights assigned to its edges. A cut in $G$ is the set of edges $\{i j \in E \mid i \in S, j \in V \backslash S\}$ for some $S \subseteq V$ and its weight is the sum of the weights of its edges. The max-cut problem, which asks for a cut of maximum weight, is NP-hard [45]. Note that a cut can be encoded by $x \in\{ \pm 1\}^{V}$ by assigning $x_{i}=1$ to nodes $i \in S$ and $x_{i}=-1$ to nodes $i \in V \backslash S$ and the weight of the cut is encoded by the function $\sum_{i j \in E}\left(w_{i j} / 2\right)\left(1-x_{i} x_{j}\right)$. Therefore the max-cut problem can be formulated as the polynomial optimization problem

$$
\begin{equation*}
\operatorname{mc}(G, w):=\max \sum_{i j \in E}\left(w_{i j} / 2\right)\left(1-x_{i} x_{j}\right) \text { s.t. } x_{1}^{2}=1, \ldots, x_{n}^{2}=1 . \tag{1.8}
\end{equation*}
$$

1.2. The scope of this paper. As the polynomial optimization problem (1.1) is NP-hard, several authors, in particular Lasserre [78, 79, 80], Nesterov [112], Parrilo [121, 122], Parrilo and Sturmfels [125], Shor $[155,156,157,158]$, have proposed to approximate the problem (1.1) by a hierarchy of convex (in fact, semidefinite) relaxations. Such relaxations can be constructed using representations of nonnegative polynomials as sums of squares of polynomials and the dual theory of moments. The paradigm underlying this approach is that, while testing whether a polynomial is nonnegative is a hard problem, testing whether a polynomial is a sum of squares of polynomials can be formulated as a semidefinite programming problem. Now, efficient algorithms exist for solving semidefinite programs (to any arbitrary precision). Thus approximations for the infimum of $p$ over a semialgebraic set $K$ can be computed efficiently. Moreover, under some assumptions on the set $K$, asymptotic (sometimes even finite) convergence to $p^{\text {min }}$ can be proved and one may be able to compute global minimizers of $p$ over $K$. For these tasks the interplay between positive polynomials and sums of squares of polynomials on the one hand, and the dual objects, moment sequences and matrices on the other hand, plays a significant role. The above is a rough sketch of the theme of this survey paper. Our objective is to introduce the main theoretical tools and results needed for proving the various properties of the approximation scheme, in particular about convergence and extraction of global minimizers. Whenever possible we try to provide detailed proofs and background.

The link between positive (nonnegative) polynomials and sums of squares of polynomials is a classic question which goes back to work of Hilbert at the end of the nineteenth century. As Hilbert himself already realized not every nonnegative polynomial can be written as a sum of squares of polynomials; he in fact characterized the cases when this happens (cf. Theorem 3.4). This was the motivation for Hilbert's 17 th problem, posed in 1900 at the International Congress of Mathematicians in Paris, asking whether every nonnegative polynomial can be written as a sum of squares of rational functions. This was later in 1927 answered in the affirmative by E. Artin whose work lay the foundations for the field of real algebraic geometry. Some of the milestone results include the Real Nullstellensatz which is the real analogue of Hilbert's Nullstellensatz for the complex field, the Positivstellensatz and its refinements by Schmüdgen and by Putinar, which are most relevant to our optimization problem. We will present a brief exposition on this topic in Section 3.

The study of positive polynomials is intimately linked to the theory of moments, via the following duality relation: A sequence $y \in \mathbb{R}^{\mathbb{N}^{n}}$ is the sequence of moments of a nonnegative measure $\mu$ on $\mathbb{R}^{n}$ (i.e. $y_{\alpha}=\int x^{\alpha} \mu(d x)$ $\forall \alpha \in \mathbb{N}^{n}$ ) if and only if $y^{T} p:=\sum_{\alpha} y_{\alpha} p_{\alpha} \geq 0$ for any polynomial $p=\sum_{\alpha} p_{\alpha} \mathbf{x}^{\alpha} \in \mathbb{R}[\mathbf{x}]$ which is nonnegative over $\mathbb{R}^{n}$. Characterizing moment sequences is a classical problem, relevant to operator theory and several other areas in mathematics (see e.g. $[1,77]$ and references therein).

Indeed, sequences of moments of nonnegative measures correspond to positive linear functionals on $\mathbb{R}[\mathbf{x}]$; moreover, the linear functionals that are positive on the cone of sums of squares correspond to the sequences $y$ whose moment matrix $M(y):=\left(y_{\alpha+\beta}\right)_{\alpha, \beta \in \mathbb{N}^{n}}$ is positive semidefinite. Curto and Fialkow have accomplished a systematic study of the truncated moment problem, dealing with sequences of moments up to a given order. We will discuss some of their results that are most relevant to polynomial optimization in Section 5 and refer to [28, 29, 30, 31, 41] and further references therein for detailed information.

Our goal in this survey is to provide a tutorial on the real algebraic tools and the results from moment theory needed to understand their application to polynomial optimization, mostly on an elementary level to make the topic accessible to non-specialists. We obviously do not pretend to offer a comprehensive treatment of these areas for which excellent accounts can be found in the literature and we apologize for all omissions and imprecisions. For a more advanced exposition on positivity and sums of squares and links to the moment problem, we refer in particular to the article by Scheiderer [144], to the survey article by Helton and Putinar [58], and to the monographs by Prestel and Delzell [133] and by Marshall [103, 106].
1.3. Preliminaries on polynomials and semidefinite programs. We introduce here some notation and preliminaries about polynomials, matrices and semidefinite programs. We will introduce further notation and preliminaries later on in the text when needed.
1.3.1. Polynomials. Throughout, $\mathbb{N}$ denotes the set of nonnegative integers and we set $\mathbb{N}_{t}^{n}:=\left\{\alpha \in \mathbb{N}^{n}| | \alpha \mid:=\sum_{i=1}^{n} \alpha_{i} \leq t\right\}$ for $t \in \mathbb{N}$. $\mathbb{R}\left[\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right]$ denotes the ring of multivariate polynomials in $n$ variables, often abbreviated as $\mathbb{R}[\mathbf{x}]$ where $\mathbf{x}$ stands for the $n$-tuple $\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right)$. Throughout we use the boldfaced letters $\mathbf{x}_{i}, \mathbf{x}, \mathbf{y}, \mathbf{z}$, etc., to denote variables, while the letters $x_{i}, x, y, z, \ldots$ stand for real valued scalars or vectors. For $\alpha \in \mathbb{N}^{n}, \mathbf{x}^{\alpha}$ denotes the monomial $\mathbf{x}_{1}^{\alpha_{1}} \cdots \mathbf{x}_{n}^{\alpha_{n}}$ whose degree is $|\alpha|:=\sum_{i=1}^{n} \alpha_{i} . \mathbb{T}^{n}:=\left\{\mathbf{x}^{\alpha} \mid \alpha \in \mathbb{N}^{n}\right\}$ is the set of all monomials and, for $t \in \mathbb{N}, \mathbb{T}_{t}^{n}:=\left\{\mathbf{x}^{\alpha} \mid \alpha \in \mathbb{N}_{t}^{n}\right\}$ is the set of monomials of degree $\leq t$. Consider a polynomial $p \in \mathbb{R}[\mathbf{x}], p=\sum_{\alpha \in \mathbb{N}^{n}} p_{\alpha} \mathbf{x}^{\alpha}$, where there are only finitely many nonzero $p_{\alpha}$ 's. When $p_{\alpha} \neq 0, p_{\alpha} \mathbf{x}^{\alpha}$ is called a term of $p$. The degree of $p$ is $\operatorname{deg}(p):=\max \left(t \mid p_{\alpha} \neq 0\right.$ for some $\left.\alpha \in \mathbb{N}_{t}^{n}\right)$ and throughout we set

$$
\begin{equation*}
d_{p}:=\lceil\operatorname{deg}(p) / 2\rceil \text { for } p \in \mathbb{R}[\mathbf{x}] . \tag{1.9}
\end{equation*}
$$

For the set $K=\left\{x \in \mathbb{R}^{n} \mid g_{1}(x) \geq 0, \ldots, g_{m}(x) \geq 0\right\}$ from (1.2), we set

$$
\begin{equation*}
d_{K}:=\max \left(d_{g_{1}}, \ldots, d_{g_{m}}\right) \tag{1.10}
\end{equation*}
$$

We let $\mathbb{R}[\mathbf{x}]_{t}$ denote the set of polynomials of degree $\leq t$.
A polynomial $p \in \mathbb{R}[\mathbf{x}]$ is said to be homogeneous (or a form) if all its terms have the same degree. For a polynomial $p \in \mathbb{R}[\mathbf{x}]$ of degree $d$,
$p=\sum_{|\alpha| \leq d} p_{\alpha} \mathbf{x}^{\alpha}$, its homogenization is the polynomial $\tilde{p} \in \mathbb{R}\left[\mathbf{x}, \mathbf{x}_{n+1}\right]$ defined by $\tilde{p}:=\sum_{|\alpha| \leq d} p_{\alpha} \mathbf{x}^{\alpha} \mathbf{x}_{n+1}^{d-|\alpha|}$.

For a polynomial $p \in \mathbb{R}[\mathbf{x}], p=\sum_{\alpha} p_{\alpha} \mathbf{x}^{\alpha}, \operatorname{vec}(p):=\left(p_{\alpha}\right)_{\alpha \in \mathbb{N}^{n}}$ denotes its sequence of coefficients in the monomial basis of $\mathbb{R}[\mathbf{x}]$; thus $\operatorname{vec}(p) \in \mathbb{R}^{\infty}$, the subspace of $\mathbb{R}^{\mathbb{N}^{n}}$ consisting of the sequences with finitely many nonzero coordinates. Throughout the paper we often identify a polynomial $p$ with its coordinate sequence $\operatorname{vec}(p)$ and, for the sake of compactness in the notation, we often use the letter $p$ instead of $\operatorname{vec}(p)$; that is, we use the same letter $p$ to denote the polynomial $p \in \mathbb{R}[\mathbf{x}]$ and its sequence of coefficients $\left(p_{\alpha}\right)_{\alpha}$. We will often deal with matrices indexed by $\mathbb{N}^{n}$ or $\mathbb{N}_{t}^{n}$. If $M$ is such a matrix, indexed say by $\mathbb{N}^{n}$, and $f, g \in \mathbb{R}[\mathbf{x}]$, the notation $f^{T} M g$ stands for $\operatorname{vec}(f)^{T} M \operatorname{vec}(g)=\sum_{\alpha, \beta} f_{\alpha} g_{\beta} M_{\alpha, \beta}$. In particular, we say that a polynomial $f$ lies in the kernel of $M$ if $M f:=M \operatorname{vec}(f)=0$, and $\operatorname{Ker} M$ can thus be seen as a subset of $\mathbb{R}[\mathbf{x}]$. When $\operatorname{deg}(p) \leq t, \operatorname{vec}(p)$ can also be seen as a vector of $\mathbb{R}^{\mathbb{N}_{t}^{n}}$, as $p_{\alpha}=0$ whenever $|\alpha| \geq t+1$.

For a subset $A \subseteq \mathbb{R}^{n}, \operatorname{Span}_{\mathbb{R}}(A):=\left\{\sum_{j=1}^{m} \lambda_{j} a_{j} \mid a_{j} \in A, \lambda_{j} \in \mathbb{R}\right\}$ denotes the linear span of $A$, and $\operatorname{conv}(A):=\left\{\sum_{j=1}^{m} \lambda_{j} a_{j} \mid a_{j} \in A, \lambda_{j} \in\right.$ $\left.\mathbb{R}_{+}, \sum_{j} \lambda_{j}=1\right\}$ denotes the convex hull of $A$. Throughout $e_{1}, \ldots, e_{n}$ denote the standard unit vectors in $\mathbb{R}^{n}$, i.e. $e_{i}=(0, \ldots, 0,1,0, \ldots, 0)$ with 1 at the $i$ th position. Moreover $\bar{z}$ denotes the complex conjugate of $z \in \mathbb{C}$.
1.3.2. Positive semidefinite matrices. For an $n \times n$ real symmetric matrix $M$, the notation $M \succeq 0$ means that $M$ is positive semidefinite, i.e. $x^{T} M x \geq 0$ for all $x \in \mathbb{R}^{n}$. Here are several further equivalent characterizations: $M \succeq 0$ if and only if any of the equivalent properties (1)-(3) holds.
(1) $M=V V^{T}$ for some $V \in \mathbb{R}^{n \times n}$; such a decomposition is sometimes known as a Gram decomposition of $M$. Here $V$ can be chosen in $\mathbb{R}^{n \times r}$ where $r=\operatorname{rank} M$.
(2) $M=\left(v_{i}^{T} v_{j}\right)_{i, j=1}^{n}$ for some vectors $v_{1}, \ldots, v_{n} \in \mathbb{R}^{n}$. Here the $v_{i}$ 's may be chosen in $\mathbb{R}^{r}$ where $r=\operatorname{rank} M$.
(3) All eigenvalues of $M$ are nonnegative.

The notation $M \succ 0$ means that $M$ is positive definite, i.e. $M \succeq 0$ and $\operatorname{rank} M=n$ (equivalently, all eigenvalues are positive). When $M$ is an infinite matrix, the notation $M \succeq 0$ means that every finite principal submatrix of $M$ is positive semidefinite. $\operatorname{Sym}_{n}$ denotes the set of symmetric $n \times n$ matrices and $\mathrm{PSD}_{n}$ the subset of positive semidefinite matrices; $\mathrm{PSD}_{n}$ is a convex cone in $\operatorname{Sym}_{n} . \mathbb{R}^{n \times n}$ is endowed with the usual inner product

$$
\langle A, B\rangle=\operatorname{Tr}\left(A^{T} B\right)=\sum_{i, j=1}^{n} a_{i j} b_{i j}
$$

for two matrices $A=\left(a_{i j}\right), B=\left(b_{i j}\right) \in \mathbb{R}^{n \times n}$. As is well known, the cone $\mathrm{PSD}_{n}$ is self-dual, since $\mathrm{PSD}_{n}$ coincides with its dual cone $\left(\mathrm{PSD}_{n}\right)^{*}:=$ $\left\{A \in \operatorname{Sym}_{n} \mid\langle A, B\rangle \geq 0 \forall B \in \mathrm{PSD}_{n}\right\}$.
1.3.3. Flat extensions of matrices. The following notion of flat extension of a matrix will play a central role in the study of moment matrices with finite atomic measures, in particular, in Section 5.

Definition 1.1. Let $X$ be a symmetric matrix with block form

$$
X=\left(\begin{array}{cc}
A & B  \tag{1.11}\\
B^{T} & C
\end{array}\right)
$$

One says that $X$ is a flat extension of $A$ if $\operatorname{rank} X=\operatorname{rank} A$ or, equivalently, if $B=A W$ and $C=B^{T} W=W^{T} A W$ for some matrix $W$. Obviously, if $X$ is a flat extension of $A$, then $X \succeq 0 \Longleftrightarrow A \succeq 0$.

We recall for further reference the following basic properties for positive semidefinite matrices. Recall first that, for $M \in \operatorname{PSD}_{n}$ and $x \in \mathbb{R}^{n}$, $x \in \operatorname{Ker} M$ (i.e. $M x=0) \Longleftrightarrow x^{T} M x=0$.

Lemma 1.2. Let $X$ be a symmetric matrix with block form (1.11), where $A$ is $p \times p$ and $B$ is $p \times q$.
(i) If $X \succeq 0$ or if $\operatorname{rank} X=\operatorname{rank} A$, then $x \in \operatorname{Ker} A \Longrightarrow\binom{x}{0} \in \operatorname{Ker} X$.
(ii) If $\operatorname{rank} X=\operatorname{rank} A$, then $\operatorname{Ker} X=\operatorname{Ker}(A B)$.
(iii) If $X \succeq 0, A$ is nonsingular if and only if $\binom{A}{B^{T}}$ is nonsingular.
(iv) If $X \succeq 0$, then each column $b$ of $B$ belongs to the range $\mathcal{R}(A)$ of $A$, where $\mathcal{R}(A):=\left\{A u \mid u \in \mathbb{R}^{p}\right\}$.
Proof. (i) $A x=0 \Longrightarrow 0=x^{T} A x=\left(\begin{array}{ll}x^{T} & 0\end{array}\right) X\binom{x}{0}$, which implies $X\binom{x}{0}=0$ if $X \succeq 0$. If $\operatorname{rank} X=\operatorname{rank} A$, then $B=A W$ for some matrix $W$ and thus $B^{T} x=0$, giving $X\binom{x}{0}=0$.
(ii) Obviously, $\operatorname{rank} X \geq \operatorname{rank}(A B) \geq \operatorname{rank} A$. If $\operatorname{rank} X=\operatorname{rank} A$, equality holds throughout, which implies $\operatorname{Ker} X=\operatorname{Ker}(A B)$.
(iii) follows directly from (i).
(iv) As $A \succeq 0, \mathcal{R}(A)=(\operatorname{Ker} A)^{\perp}$; hence it suffices to show $b \in(\operatorname{Ker} A)^{\perp}$, which follows easily using (i).
1.3.4. Semidefinite programs. Consider the program

$$
\begin{equation*}
p^{*}:=\sup _{X \in \operatorname{Sym}_{n}}\langle C, X\rangle \text { s.t. } X \succeq 0,\left\langle A_{j}, X\right\rangle=b_{j}(j=1, \ldots, m) \tag{1.12}
\end{equation*}
$$

in the matrix variable $X$, where we are given $C, A_{1}, \ldots, A_{m} \in \operatorname{Sym}_{n}$ and $b \in \mathbb{R}^{m}$. This is the standard (primal) form of a semidefinite program; its dual semidefinite program reads:

$$
\begin{equation*}
d^{*}:=\inf _{y \in \mathbb{R}^{m}} b^{T} y \text { s.t. } \sum_{j=1}^{m} y_{j} A_{j}-C \succeq 0 \tag{1.13}
\end{equation*}
$$

in the variable $y \in \mathbb{R}^{m}$. Obviously,

$$
\begin{equation*}
p^{*} \leq d^{*} \tag{1.14}
\end{equation*}
$$

known as weak duality. Indeed, if $X$ is feasible for (1.12) and $y$ is feasible for (1.13), then $0 \leq\left\langle X, \sum_{j=1}^{m} y_{j} A_{j}-C\right\rangle=b^{T} y-\langle C, X\rangle$. One crucial issue in duality theory is to identify sufficient conditions that ensure equality in (1.14), i.e. a zero duality gap, in which case one speaks of strong duality. We say that (1.12) is strictly feasible when there exists $X \succ 0$ which is feasible for (1.12); analogously (1.13) is strictly feasible when there exists $y$ feasible for (1.13) with $\sum_{j=1}^{m} y_{j} A_{j}-C \succ 0$.

Theorem 1.3. If the primal program (1.12) is strictly feasible and its dual (1.13) is feasible, then $p^{*}=d^{*}$ and (1.13) attains its supremum. Analogously, if (1.13) is strictly feasible and (1.12) is feasible, then $p^{*}=d^{*}$ and (1.12) attains its infimum.

Semidefinite programs are convex programs. As one can test in polynomial time whether a given rational matrix is positive semidefinite (using e.g. Gaussian elimination), semidefinite programs can be solved in polynomial time to any fixed precision using the ellipsoid method (cf. [50]). Algorithms based on the ellipsoid method are however not practical since their running time is prohibitively high. Interior-point methods turn out to be the method of choice for solving semidefinite programs in practice; they can find an approximate solution (to any given precision) in polynomially many iterations and their running time is efficient in practice for medium sized problems. There is a vast literature devoted to semidefinite programming and interior-point algorithms; cf. e.g. [113], [136], [164], [167], [176].

We will use (later in Section 6.6) the following geometric property of semidefinite programs. We formulate the property for the program (1.12), but the analogous property holds for (1.13) as well.

Lemma 1.4. Let $\mathcal{R}:=\left\{X \in \mathrm{PSD}_{n} \mid\left\langle A_{j}, X\right\rangle=b_{j}(j=1, \ldots, m)\right\}$ denote the feasible region of the semidefinite program (1.12). If $X^{*} \in \mathcal{R}$ has maximum rank, i.e. $\operatorname{rank} X^{*}=\max _{X \in \mathcal{R}} \operatorname{rank} X$, then $\operatorname{Ker} X^{*} \subseteq \operatorname{Ker} X$ for all $X \in \mathcal{R}$. In particular, if $X^{*}$ is an optimum solution to (1.12) for which $\operatorname{rank} X^{*}$ is maximum, then $\operatorname{Ker} X^{*} \subseteq \operatorname{Ker} X$ for any other optimum solution $X$.

Proof. Let $X^{*} \in \mathcal{R}$ for which $\operatorname{rank} X^{*}$ is maximum and let $X \in \mathcal{R}$. Then $X^{\prime}:=\frac{1}{2}\left(X^{*}+X\right) \in \mathcal{R}$, with $\operatorname{Ker} X^{\prime}=\operatorname{Ker} X^{*} \cap \operatorname{Ker} X \subseteq \operatorname{Ker} X^{*}$. Thus equality $\operatorname{Ker} X^{\prime}=\operatorname{Ker} X^{*}$ holds by the maximality assumption on rank $X^{*}$, which implies $\operatorname{Ker} X^{*} \subseteq \operatorname{Ker} X$. The last statement follows simply by adding the constraint $\langle C, X\rangle=p^{*}$ to the description of the set $\mathcal{R}$.

Geometrically, what the above lemma says is that the maximum rank matrices in $\mathcal{R}$ correspond to the matrices lying in the relative interior of the convex set $\mathcal{R}$. And the maximum rank optimum solutions to the program
(1.12) are those lying in the relative interior of the optimum face defined by the equation $\langle C, X\rangle=p^{*}$, of the feasible region $\mathcal{R}$. As a matter of fact primal-dual interior-point algorithms that follow the so-called central path to solve a semidefinite program return a solution lying in the relative interior of the optimum face (cf. [176] for details). Thus (under certain conditions) it is easy to return an optimum solution of maximum rank; this feature will be useful for the extraction of global minimizers to polynomial optimization problems (cf. Section 6.6). In contrast it is hard to find optimum solutions of minimum rank. Indeed it is easy to formulate hard problems as semidefinite programs with a rank condition. For instance, given a sequence $a \in \mathbb{N}^{n}$, the program

$$
p^{*}:=\min \left\langle a a^{T}, X\right\rangle \text { s.t. } X \succeq 0, X_{i i}=1(i=1, \ldots, n), \operatorname{rank} X=1
$$

solves the partition problem introduced in Section 1.1. Indeed any $X \succeq 0$ with diagonal entries all equal to 1 and with rank 1 is of the form $X=x x^{T}$ for some $x \in\{ \pm 1\}^{n}$. Therefore, the sequence $a=\left(a_{1}, \ldots, a_{n}\right)$ can be partitioned precisely when $p^{*}=0$, in which case any optimum solution $X=x x^{T}$ gives a partition of $a$, as $a^{T} x=\sum_{i=1}^{n} a_{i} x_{i}=0$.
1.4. Contents of the paper. We provide in Section 2 more detailed algebraic preliminaries about polynomial ideals and varieties and the resolution of systems of polynomial equations. This is relevant to the problem of extracting global minimizers for the polynomial optimization problem (1.1) and can be read separately. Then the rest of the paper is divided into two parts. Part 1 contains some background results about positive polynomials and sums of squares (Section 3) and about the theory of moments (Section 4), and more detailed results about (truncated) moment matrices, in particular, from Curto and Fialkow (Section 5). Part 2 presents the application to polynomial optimization; namely, the main properties of the moment/SOS relaxations (Section 6), some further selected topics dealing in particular with approximations of positive polynomials by sums of squares and various approaches to unconstrained polynomial minimization (Section 7), and exploiting algebraic structure to reduce the problem size (Section 8).
2. Algebraic preliminaries. We group here some preliminaries on polynomial ideals and varieties, and on the eigenvalue method for solving systems of polynomial equations. For more information, see, e.g., $[8,23$, $25,26,161]$.
2.1. Polynomial ideals and varieties. Let $\mathcal{I}$ be an ideal in $\mathbb{R}[\mathbf{x}] ;$ that is, $\mathcal{I}$ is an additive subgroup of $\mathbb{R}[\mathbf{x}]$ satisfying $f g \in \mathcal{I}$ whenever $f \in \mathcal{I}$ and $g \in \mathbb{R}[\mathbf{x}]$. Given $h_{1}, \ldots, h_{m} \in \mathbb{R}[\mathbf{x}]$,

$$
\left(h_{1}, \ldots, h_{m}\right):=\left\{\sum_{j=1}^{m} u_{j} h_{j} \mid u_{1}, \ldots, u_{m} \in \mathbb{R}[\mathbf{x}]\right\}
$$

denotes the ideal generated by $h_{1}, \ldots, h_{m}$. By the finite basis theorem, any ideal in $\mathbb{R}[\mathbf{x}]$ admits a finite set of generators. Given an ideal $\mathcal{I} \subseteq \mathbb{R}[\mathbf{x}]$, define

$$
V_{\mathbb{C}}(\mathcal{I}):=\left\{x \in \mathbb{C}^{n} \mid f(x)=0 \forall f \in \mathcal{I}\right\}, V_{\mathbb{R}}(\mathcal{I}):=V_{\mathbb{C}}(\mathcal{I}) \cap \mathbb{R}^{n}
$$

$V_{\mathbb{C}}(\mathcal{I})$ is the (complex) variety associated to $\mathcal{I}$ and $V_{\mathbb{R}}(\mathcal{I})$ is its real variety. Thus, if $\mathcal{I}$ is generated by $h_{1}, \ldots, h_{m}$, then $V_{\mathbb{C}}(\mathcal{I})$ (resp., $V_{\mathbb{R}}(\mathcal{I})$ ) is the set of common complex (resp., real) zeros of $h_{1}, \ldots, h_{m}$. Observe that $V_{\mathbb{C}}(\mathcal{I})$ is closed under complex conjugation, i.e., $\bar{v} \in V_{\mathbb{C}}(\mathcal{I})$ for all $v \in V_{\mathbb{C}}(\mathcal{I})$, since $\mathcal{I}$ consists of polynomials with real coefficients. When $V_{\mathbb{C}}(\mathcal{I})$ is finite, the ideal $\mathcal{I}$ is said to be zero-dimensional. Given $V \subseteq \mathbb{C}^{n}$,

$$
\mathcal{I}(V):=\{f \in \mathbb{R}[\mathbf{x}] \mid f(v)=0 \forall v \in V\}
$$

is the vanishing ideal of $V$. Moreover,

$$
\sqrt{\mathcal{I}}:=\left\{f \in \mathbb{R}[\mathbf{x}] \mid f^{k} \in \mathcal{I} \text { for some integer } k \geq 1\right\}
$$

is the radical of $\mathcal{I}$ and

$$
\sqrt[\mathbb{R}]{\mathcal{I}}:=\left\{f \in \mathbb{R}[\mathbf{x}] \mid f^{2 k}+\sum_{j=1}^{m} p_{j}^{2} \in \mathcal{I} \text { for some } k \geq 1, p_{1}, \ldots, p_{m} \in \mathbb{R}[\mathbf{x}]\right\}
$$

is the real radical of $\mathcal{I}$. The sets $\mathcal{I}(V), \sqrt{\mathcal{I}}$ and $\sqrt[\mathbb{R}]{\mathcal{I}}$ are again ideals in $\mathbb{R}[\mathbf{x}]$. Obviously, for an ideal $\mathcal{I} \subseteq \mathbb{R}[\mathbf{x}]$,

$$
\mathcal{I} \subseteq \sqrt{\mathcal{I}} \subseteq \mathcal{I}\left(V_{\mathbb{C}}(\mathcal{I})\right), \mathcal{I} \subseteq \sqrt[\mathbb{R}]{\mathcal{I}} \subseteq \mathcal{I}\left(V_{\mathbb{R}}(\mathcal{I})\right)
$$

The following celebrated results relate (real) radical and vanishing ideals.
Theorem 2.1. Let $\mathcal{I}$ be an ideal in $\mathbb{R}[\mathbf{x}]$.
(i) (Hilbert's Nullstellensatz) (see, e.g., [25, §4.1]) $\sqrt{\mathcal{I}}=\mathcal{I}\left(V_{\mathbb{C}}(\mathcal{I})\right.$ ).
(ii) (The Real Nullstellensatz) (see, e.g., $[13, \S 4.1]) \sqrt[\mathbb{R}]{\mathcal{I}}=\mathcal{I}\left(V_{\mathbb{R}}(\mathcal{I})\right.$ ).

The ideal $\mathcal{I}$ is said to be radical when $\mathcal{I}=\sqrt{\mathcal{I}}$, and real radical when $\mathcal{I}=\sqrt[\mathbb{R}]{\mathcal{I}}$. Roughly speaking, the ideal $\mathcal{I}$ is radical if all points of $V_{\mathbb{C}}(\mathcal{I})$ have single multiplicity. For instance, the ideal $\mathcal{I}:=\left(\mathbf{x}^{2}\right)$ is not radical since $V_{\mathbb{C}}(\mathcal{I})=\{0\}$ and $\mathbf{x} \in \mathcal{I}\left(V_{\mathbb{C}}(\mathcal{I})\right) \backslash \mathcal{I}$. Obviously, $\mathcal{I} \subseteq \mathcal{I}\left(V_{\mathbb{C}}(\mathcal{I})\right) \subseteq \mathcal{I}\left(V_{\mathbb{R}}(\mathcal{I})\right)$. Hence, $\mathcal{I}$ real radical $\Longrightarrow \mathcal{I}$ radical. Moreover,

$$
\begin{equation*}
\mathcal{I} \text { real radical with }\left|V_{\mathbb{R}}(\mathcal{I})\right|<\infty \Longrightarrow V_{\mathbb{C}}(\mathcal{I})=V_{\mathbb{R}}(\mathcal{I}) \subseteq \mathbb{R}^{n} \tag{2.1}
\end{equation*}
$$

Indeed, $\mathcal{I}\left(V_{\mathbb{C}}(\mathcal{I})\right)=\mathcal{I}\left(V_{\mathbb{R}}(\mathcal{I})\right)$ implies $V_{\mathbb{C}}\left(\mathcal{I}\left(V_{\mathbb{C}}(\mathcal{I})\right)\right)=V_{\mathbb{C}}\left(\mathcal{I}\left(V_{\mathbb{R}}(\mathcal{I})\right)\right)$. Now, $V_{\mathbb{C}}\left(\mathcal{I}\left(V_{\mathbb{C}}(\mathcal{I})\right)\right)=V_{\mathbb{C}}(\mathcal{I})$, and $V_{\mathbb{C}}\left(\mathcal{I}\left(V_{\mathbb{R}}(\mathcal{I})\right)\right)=V_{\mathbb{R}}(\mathcal{I})$ since $V_{\mathbb{R}}(\mathcal{I})$ is an algebraic subset of $\mathbb{C}^{n}$ as it is finite. We will often use the following characterization of (real) radical ideals which follows directly from the (Real) Nullstellensatz:

$$
\begin{equation*}
\mathcal{I} \text { is radical (resp., real radical) } \tag{2.2}
\end{equation*}
$$

The only polynomials vanishing at all points of $V_{\mathbb{C}}(\mathcal{I})$ (resp., all points of $V_{\mathbb{R}}(\mathcal{I})$ ) are the polynomials in $\mathcal{I}$.

The following lemma gives a useful criterion for checking whether an ideal is (real) radical.

Lemma 2.2. Let $\mathcal{I}$ be an ideal in $\mathbb{R}[\mathbf{x}]$.
(i) $\mathcal{I}$ is radical if and only if

$$
\begin{equation*}
\forall f \in \mathbb{R}[\mathbf{x}] \quad f^{2} \in \mathcal{I} \Longrightarrow f \in \mathcal{I} \tag{2.3}
\end{equation*}
$$

(ii) $\mathcal{I}$ is real radical if and only if

$$
\begin{equation*}
\forall p_{1}, \ldots, p_{m} \in \mathbb{R}[\mathbf{x}] \quad \sum_{j=1}^{m} p_{j}^{2} \in \mathcal{I} \Longrightarrow p_{1}, \ldots, p_{m} \in \mathcal{I} \tag{2.4}
\end{equation*}
$$

Proof. The 'only if' part is obvious in (i), (ii); we prove the 'if part'.
(i) Assume that (2.3) holds. Let $f \in \mathbb{R}[\mathbf{x}]$. We show $f^{k} \in \mathcal{I} \Longrightarrow f \in \mathcal{I}$ using induction on $k \geq 1$. Let $k \geq 2$. Using (2.3), we deduce $f^{\lceil k / 2\rceil} \in \mathcal{I}$. As $\lceil k / 2\rceil \leq k-1$, we deduce $f \in \mathcal{I}$ using the induction assumption.
(ii) Assume that (2.4) holds. Let $f, p_{1}, \ldots, p_{m} \in \mathbb{R}[\mathbf{x}]$ such that $f^{2 k}+\sum_{j=1}^{m} p_{j}^{2} \in \mathcal{I}$; we show that $f \in \mathcal{I}$. First we deduce from (2.4) that $f^{k}, p_{1}, \ldots, p_{m} \in \mathcal{I}$. As (2.4) implies (2.3), we next deduce from the case (i) that $f \in \mathcal{I}$.

We now recall the following simple fact about interpolation polynomials, which we will need at several occasions in the paper.

Lemma 2.3. Let $V \subseteq \mathbb{C}^{n}$ with $|V|<\infty$. There exist polynomials $p_{v} \in \mathbb{C}[\mathbf{x}]$ (for $v \in V$ ) satisfying $p_{v}(v)=1$ and $p_{v}(u)=0$ for all $u \in V \backslash\{v\}$; they are known as Lagrange interpolation polynomials at the points of $V$. Assume moreover that $V$ is closed under complex conjugation, i.e., $V=\bar{V}:=\{\bar{v} \mid v \in V\}$. Then we may choose the interpolation polynomials in such a way that they satisfy $p_{\bar{v}}=\overline{p_{v}}$ for all $v \in V$ and, given scalars $a_{v}$ $(v \in V)$ satisfying $a_{\bar{v}}=\overline{a_{v}}$ for all $v \in V$, there exists $p \in \mathbb{R}[\mathbf{x}]$ taking the prescribed values $p(v)=a_{v}$ at the points $v \in V$.

Proof. Fix $v \in V$. For $u \in V, u \neq v$, pick an index $i_{u} \in\{1, \ldots, n\}$ for which $u_{i_{u}} \neq v_{i_{u}}$ and define the polynomial $p_{v}:=\prod_{u \in V \backslash\{v\}} \frac{\mathbf{x}_{i_{u}}-u_{i_{u}}}{v_{i_{u}}-u_{i_{u}}}$. Then the polynomials $p_{v}(v \in V)$ satisfy the lemma. If $\bar{V}=V$, then we can choose the interpolation polynomials in such a way that $p_{\bar{v}}=\overline{p_{v}}$ for all $v \in V$. Indeed, for $v \in V \cap \mathbb{R}^{n}$, simply replace $p_{v}$ by its real part and, for $v \in V \backslash \mathbb{R}^{n}$, pick $p_{v}$ as before and choose $p_{\bar{v}}:=\overline{p_{v}}$. Finally, if $a_{\bar{v}}=\overline{a_{v}}$ for all $v \in V$, then the polynomial $p:=\sum_{v \in V} a_{v} p_{v}$ has real coefficients and satisfies $p(v)=a_{v}$ for $v \in V$.

The algebraic tools just introduced here permit to show the following result of Parrilo [123], giving a sum of squares decomposition for every polynomial nonnegative on a finite variety assuming radicality of the associated ideal.

Theorem 2.4. [123] Consider the semialgebraic set

$$
\begin{equation*}
K:=\left\{x \in \mathbb{R}^{n} \mid h_{1}(x)=0, \ldots, h_{m_{0}}(x)=0, g_{1}(x) \geq 0, \ldots, g_{m}(x) \geq 0\right\} \tag{2.5}
\end{equation*}
$$

where $h_{1}, \ldots, h_{m_{0}}, g_{1}, \ldots, g_{m} \in \mathbb{R}[\mathbf{x}]$ and $m_{0} \geq 1, m \geq 0$. Assume that the ideal $\mathcal{I}:=\left(h_{1}, \ldots, h_{m_{0}}\right)$ is zero-dimensional and radical. Then every nonnegative polynomial on $K$ is of the form $u_{0}+\sum_{j=1}^{m} u_{j} g_{j}+q$, where $u_{0}, u_{1}, \ldots, u_{m}$ are sums of squares of polynomials and $q \in \mathcal{I}$.

Proof. Partition $V:=V_{\mathbb{C}}(\mathcal{I})$ into $S \cup T \cup \bar{T}$, where $S=V \cap \mathbb{R}^{n}$, $T \cup \bar{T}=V \backslash \mathbb{R}^{n}$. Let $p_{v}\left(v \in V_{\mathbb{C}}(\mathcal{I})\right)$ be interpolation polynomials at the points of $V$, satisfying $p_{\bar{v}}=\overline{p_{v}}$ for $v \in T$ (as in Lemma 2.3). We first show the following fact: If $f \in \mathbb{R}[\mathbf{x}]$ is nonnegative on the set $S$, then $f=\sigma+q$ where $\sigma$ is a sum of squares of polynomials and $q \in \mathcal{I}$. For this, for $v \in S \cup T$, let $\gamma_{v}=\sqrt{f(v)}$ be a square root of $f(v)$ (thus, $\gamma_{v} \in \mathbb{R}$ if $v \in S$ ) and define the polynomials $q_{v} \in \mathbb{R}[\mathbf{x}]$ by $q_{v}:=\gamma_{v} p_{v}$ for $v \in S$ and $q_{v}:=\gamma_{v} p_{v}+\overline{\gamma_{v} p_{v}}$ for $v \in T$. The polynomial $f-\sum_{v \in S \cup T}\left(q_{v}\right)^{2}$ vanishes at all points of $V$; hence it belongs to $\mathcal{I}$, since $\mathcal{I}$ is radical. This shows that $f=\sigma+q$, where $\sigma$ is a sum of squares and $q \in \mathcal{I}$.

Suppose now that $f \in \mathbb{R}[\mathbf{x}]$ is nonnegative on the set $K$. In view of Lemma 2.3, we can construct polynomials $s_{0}, s_{1}, \ldots, s_{m} \in \mathbb{R}[\mathbf{x}]$ taking the following prescribed values at the points in $V$ : If $v \in V \backslash S$, or if $v \in S$ and $f(v) \geq 0, s_{0}(v):=f(v)$ and $s_{j}(v):=0(j=1, \ldots, m)$. Otherwise, $v \notin K$ and thus $g_{j_{v}}(v)<0$ for some $j_{v} \in\{1, \ldots, m\}$; then $s_{j_{v}}(v):=\frac{f(v)}{g_{j_{v}}(v)}$ and $s_{0}(v)=s_{j}(v):=0$ for $j \in\{1, \ldots, m\} \backslash\left\{j_{v}\right\}$. By construction, each of the polynomials $s_{0}, s_{1}, \ldots, s_{m}$ is nonnegative on $S$. Using the above result, we can conclude that $s_{j}=\sigma_{j}+q_{j}$, where $\sigma_{j}$ is a sum of squares and $q_{j} \in \mathcal{I}$, for $j=0,1, \ldots, m$. Now the polynomial $q:=f-s_{0}-\sum_{j=1}^{m} s_{j} g_{j}$ vanishes at all points of $V$ and thus belongs to $\mathcal{I}$. Therefore, $f=s_{0}+\sum_{j=1}^{m} s_{j} g_{j}+q=$ $\sigma_{0}+\sum_{j=1}^{m} \sigma_{j} g_{j}+q^{\prime}$, where $q^{\prime}:=q+q_{0}+\sum_{j=1}^{m} q_{j} g_{j} \in \mathcal{I}$ and $\sigma_{0}, \sigma_{j}$ are sums of squares of polynomials.
2.2. The quotient algebra $\mathbb{R}[\mathbf{x}] / \mathcal{I}$. Given an ideal $\mathcal{I}$ in $\mathbb{R}[\mathbf{x}]$, the elements of the quotient space $\mathbb{R}[\mathbf{x}] / \mathcal{I}$ are the cosets $[f]:=f+\mathcal{I}=\{f+q \mid$ $q \in \mathcal{I}\} . \mathbb{R}[\mathbf{x}] / \mathcal{I}$ is a $\mathbb{R}$-vector space with addition $[f]+[g]=[f+g]$ and scalar multiplication $\lambda[f]=[\lambda f]$, and an algebra with multiplication $[f][g]=[f g]$, for $\lambda \in \mathbb{R}, f, g \in \mathbb{R}[\mathbf{x}]$. Given $h \in \mathbb{R}[\mathbf{x}]$, the 'multiplication by $h$ operator'

$$
\begin{array}{rlll}
m_{h}: & \mathbb{R}[\mathbf{x}] / \mathcal{I} & \longrightarrow & \mathbb{R}[\mathbf{x}] / \mathcal{I}  \tag{2.6}\\
& f+\mathcal{I} & \longmapsto & f h+\mathcal{I}
\end{array}
$$

is well defined. As we see later in Section 2.4, multiplication operators play a central role in the computation of the variety $V_{\mathbb{C}}(\mathcal{I})$. In what follows we often identify a subset of $\mathbb{R}[\mathbf{x}]$ with the corresponding subset of $\mathbb{R}[\mathbf{x}] / \mathcal{I}$ consisting of the cosets of its elements. For instance, given $\mathcal{B}=\left\{b_{1}, \ldots, b_{N}\right\} \subseteq \mathbb{R}[\mathbf{x}]$, if the cosets $\left[b_{1}\right], \ldots,\left[b_{N}\right]$ generate $\mathbb{R}[\mathbf{x}] / \mathcal{I}$, i.e., if
any $f \in \mathbb{R}[\mathbf{x}]$ can be written as $\sum_{j=1}^{N} \lambda_{j} b_{j}+q$ for some $\lambda \in \mathbb{R}^{N}$ and $q \in \mathcal{I}$, then we also say by abuse of language that the set $\mathcal{B}$ itself is generating in $\mathbb{R}[\mathbf{x}] / \mathcal{I}$. Analogously, if the cosets $\left[b_{1}\right], \ldots,\left[b_{N}\right]$ are pairwise distinct and form a linearly independent subset of $\mathbb{R}[\mathbf{x}] / \mathcal{I}$, i.e., if $\sum_{j=1}^{N} \lambda_{j} b_{j} \in \mathcal{I}$ implies $\lambda=0$, then we say that $\mathcal{B}$ is linearly independent in $\mathbb{R}[\mathbf{x}] / \mathcal{I}$.

Theorem 2.6 below relates the cardinality of $V_{\mathbb{C}}(\mathcal{I})$ and the dimension of the quotient vector space $\mathbb{R}[\mathbf{x}] / \mathcal{I}$. This is a classical result (see, e.g., [25]), which we will use repeatedly in our treatment. The following simple fact will be used in the proof.

Lemma 2.5. Let $\mathcal{I} \subseteq \mathbb{R}[\mathbf{x}]$ with $\left|V_{\mathbb{C}}(\mathcal{I})\right|<\infty$. Partition $V_{\mathbb{C}}(\mathcal{I})$ into $V_{\mathbb{C}}(\mathcal{I})=S \cup T \cup \bar{T}$ where $S=V_{\mathbb{C}}(\mathcal{I}) \cap \mathbb{R}^{n}$, and let $p_{v}$ be interpolation polynomials at the points of $V_{\mathbb{C}}(\mathcal{I})$ satisfying $p_{\bar{v}}=\overline{p_{v}}$ for all $v \in V_{\mathbb{C}}(\mathcal{I})$. The set $\mathcal{L}:=\left\{p_{v}(v \in S), \operatorname{Re}\left(p_{v}\right), \operatorname{Im}\left(p_{v}\right)(v \in T)\right\}$ is linearly independent in $\mathbb{R}[\mathbf{x}] / \mathcal{I}$ and generates $\mathbb{R}[\mathbf{x}] / \mathcal{I}\left(V_{\mathbb{C}}(\mathcal{I})\right)$.

Proof. Assume $\sum_{v \in S} \lambda_{v} p_{v}+\sum_{v \in T} \lambda_{v} \operatorname{Re}\left(p_{v}\right)+\lambda_{v}^{\prime} \operatorname{Im}\left(p_{v}\right) \in \mathcal{I}$. Evaluating this polynomial at $v \in V_{\mathbb{C}}(\mathcal{I})$ yields that all scalars $\lambda_{v}, \lambda_{v}^{\prime}$ are 0 . Thus $\mathcal{L}$ is linearly independent in $\mathbb{R}[\mathbf{x}] / \mathcal{I}$. Given $f \in \mathbb{R}[\mathbf{x}]$, the polynomial $f-\sum_{v \in V_{\mathbb{C}}(\mathcal{I})} f(v) p_{v}$ lies in $\mathcal{I}\left(V_{\mathbb{C}}(\mathcal{I})\right)$. Now, $\sum_{v \in V_{\mathbb{C}}(\mathcal{I})} f(v) p_{v}=$ $\sum_{v \in S} f(v) p_{v}+\sum_{v \in T} 2 \operatorname{Re}\left(f(v) p_{v}\right)$ can be written as a linear combination of $\operatorname{Re}\left(p_{v}\right)$ and $\operatorname{Im}\left(p_{v}\right)$. This implies that $\mathcal{L}$ generates $\mathbb{R}[\mathbf{x}] / \mathcal{I}\left(V_{\mathbb{C}}(\mathcal{I})\right)$.

Theorem 2.6. An ideal $\mathcal{I} \subseteq \mathbb{R}[\mathbf{x}]$ is zero-dimensional (i.e., $\left|V_{\mathbb{C}}(\mathcal{I})\right|<$ $\infty)$ if and only if the vector space $\mathbb{R}[\mathbf{x}] / \mathcal{I}$ is finite dimensional. Moreover, $\left|V_{\mathbb{C}}(\mathcal{I})\right| \leq \operatorname{dim} \mathbb{R}[\mathbf{x}] / \mathcal{I}$, with equality if and only if the ideal $\mathcal{I}$ is radical.

Proof. Assume $k:=\operatorname{dim} \mathbb{R}[\mathbf{x}] / \mathcal{I}<\infty$. Then, the set $\left\{1, \mathbf{x}_{1}, \ldots, \mathbf{x}_{1}^{k}\right\}$ is linearly dependent in $\mathbb{R}[\mathbf{x}] / \mathcal{I}$. Thus there exist scalars $\lambda_{0}, \ldots, \lambda_{k}$ (not all zero) for which the polynomial $f:=\sum_{h=0}^{k} \lambda_{h} \mathbf{x}_{1}^{h}$ belongs to $\mathcal{I}$. Thus, for $v \in V_{\mathbb{C}}(\mathcal{I}), f(v)=0$, which implies that $v_{1}$ takes only finitely many values. Applying the same reasoning to the other coordinates, we deduce that $V_{\mathbb{C}}(\mathcal{I})$ is finite.

Assume now $\left|V_{\mathbb{C}}(\mathcal{I})\right|<\infty$. Say, $\left\{v_{1} \mid v \in V_{\mathbb{C}}(\mathcal{I})\right\}=\left\{a_{1}, \ldots, a_{k}\right\}$. Then the polynomial $f:=\prod_{h=1}^{k}\left(\mathbf{x}_{1}-a_{h}\right)$ belongs to $\mathcal{I}\left(V_{\mathbb{C}}(\mathcal{I})\right)$. By Theorem 2.1, $f \in \sqrt{\mathcal{I}}$, i.e., $f^{m_{1}} \in \mathcal{I}$ for some integer $m_{1} \geq 1$. Hence the set $\left\{[1],\left[\mathbf{x}_{1}\right], \ldots,\left[\mathbf{x}_{1}^{k m_{1}}\right]\right\}$ is linearly dependent in $\mathbb{R}[\mathbf{x}] / \mathcal{I}$ and thus, for some integer $n_{1} \geq 1,\left[\mathbf{x}_{1}^{n_{1}}\right]$ lies in $\operatorname{Span}_{\mathbb{R}}\left([1], \ldots,\left[\mathbf{x}_{1}^{n_{1}-1}\right]\right)$. Similarly, for any other coordinate $\mathbf{x}_{i},\left[\mathbf{x}_{i}^{n_{i}}\right] \in \operatorname{Span}_{\mathbb{R}}\left([1], \ldots,\left[\mathbf{x}_{i}^{n_{i}-1}\right]\right)$ for some integer $n_{i} \geq 1$. From this one can easily derive that the set $\left\{\left[\mathbf{x}^{\alpha}\right] \mid 0 \leq \alpha_{i} \leq n_{i}-1(1 \leq i \leq n)\right\}$ generates $\mathbb{R}[\mathbf{x}] / \mathcal{I}$, which shows that $\operatorname{dim} \mathbb{R}[\mathbf{x}] / \mathcal{I}<\infty$.

Assume $V_{\mathbb{C}}(\mathcal{I})$ is finite and let $\mathcal{L}$ be as in Lemma 2.5. As $\mathcal{L}$ is linearly independent in $\mathbb{R}[\mathbf{x}] / \mathcal{I}$ with $|\mathcal{L}|=\left|V_{\mathbb{C}}(\mathcal{I})\right|$ we deduce that $\operatorname{dim} \mathbb{R}[\mathbf{x}] / \mathcal{I} \geq$ $\left|V_{\mathbb{C}}(\mathcal{I})\right|$. Moreover, if $\mathcal{I}$ is radical then $\mathcal{I}=\mathcal{I}\left(V_{\mathbb{C}}(\mathcal{I})\right)$ and thus $\mathcal{L}$ is also generating in $\mathbb{R}[\mathbf{x}] / \mathcal{I}$, which implies $\operatorname{dim} \mathbb{R}[\mathbf{x}] / \mathcal{I}=\left|V_{\mathbb{C}}(\mathcal{I})\right|$. Finally, if $\mathcal{I}$ is not radical, there exists a polynomial $f \in \mathcal{I}\left(V_{\mathbb{C}}(\mathcal{I})\right) \backslash \mathcal{I}$ and it is easy to verify that the set $\mathcal{L} \cup\{f\}$ is linearly independent in $\mathbb{R}[\mathbf{x}] / \mathcal{I}$.

For instance, the ideal $\mathcal{I}:=\left(\mathbf{x}_{i}^{2}-\mathbf{x}_{i} \mid i=1, \ldots, n\right)$ is radical and zerodimensional, since $V_{\mathbb{C}}(\mathcal{I})=\{0,1\}^{n}$, and the set $\left\{\prod_{l \in L} \mathbf{x}_{l} \mid L \subseteq\{1, \ldots, n\}\right\}$ is a linear basis of $\mathbb{R}[\mathbf{x}] / \mathcal{I}$.

Assume $N:=\operatorname{dim} \mathbb{R}[\mathbf{x}] / \mathcal{I}<\infty$ and let $\mathcal{B}=\left\{b_{1}, \ldots, b_{N}\right\} \subseteq \mathbb{R}[\mathbf{x}]$ be a basis of $\mathbb{R}[\mathbf{x}] / \mathcal{I}$; that is, any polynomial $f \in \mathbb{R}[\mathbf{x}]$ can be written in a unique way as

$$
f=\underbrace{\sum_{j=1}^{N} \lambda_{j} b_{j}}_{\operatorname{res}_{\mathcal{B}}(f)}+q, \text { where } q \in \mathcal{I} \text { and } \lambda \in \mathbb{R}^{N}
$$

in short, $f \equiv \sum_{j=1}^{N} \lambda_{j} b_{j} \bmod \mathcal{I}$. The polynomial $\operatorname{res}_{\mathcal{B}}(f):=\sum_{j=1}^{N} \lambda_{j} b_{j}$ is called the residue of $f$ modulo $\mathcal{I}$ with respect to the basis $\mathcal{B}$. In other words, the vector space $\operatorname{Span}_{\mathbb{R}}(\mathcal{B}):=\left\{\sum_{j=1}^{N} \lambda_{j} b_{j} \mid \lambda \in \mathbb{R}^{N}\right\}$ is isomorphic to $\mathbb{R}[\mathbf{x}] / \mathcal{I}$. As recalled in the next section, the set $\mathcal{B}_{\succ}$ of standard monomials with respect to any monomial ordering is a basis of $\mathbb{R}[\mathbf{x}] / \mathcal{I}$; then the residue of a polynomial $f$ w.r.t. $\mathcal{B}_{\succ}$ is also known as the normal form of $f$ w.r.t. the given monomial ordering. Let us mention for further reference the following variation of Lemma 2.3.

Lemma 2.7. Let $\mathcal{I}$ be a zero-dimensional ideal in $\mathbb{R}[\mathbf{x}]$ and let $\mathcal{B}$ be a basis of $\mathbb{R}[\mathbf{x}] / \mathcal{I}$. There exist interpolation polynomials $p_{v}$ at the points of $V_{\mathbb{C}}(\mathcal{I})$, where each $p_{v}$ is a linear combination of members of $\mathcal{B}$.

Proof. Given a set of interpolation polynomials $p_{v}$, replace $p_{v}$ by its residue modulo $\mathcal{I}$ with respect to $\mathcal{B}$.
2.3. Gröbner bases and standard monomial bases. A classical method for constructing a linear basis of the quotient vector space $\mathbb{R}[\mathbf{x}] / \mathcal{I}$ is to determine a Gröbner basis of the ideal $\mathcal{I}$ with respect to some given monomial ordering; then the corresponding set of standard monomials provides a basis of $\mathbb{R}[\mathbf{x}] / \mathcal{I}$. We recall here a few basic definitions about monomial orderings, Gröbner bases, and standard monomials. A monomial ordering ' $\succ$ ' is a total ordering of the set $\mathbb{T}_{n}=\left\{\mathbf{x}^{\alpha} \mid \alpha \in \mathbb{N}^{n}\right\}$ of monomials, which is a well-ordering and satisfies the condition: $\mathbf{x}^{\alpha} \succ \mathbf{x}^{\beta} \Longrightarrow \mathbf{x}^{\alpha+\gamma} \succ$ $\mathbf{x}^{\beta+\gamma}$. We also write $a \mathbf{x}^{\alpha} \succ b \mathbf{x}^{\beta}$ if $\mathbf{x}^{\alpha} \succ \mathbf{x}^{\beta}$ and $a, b \in \mathbb{R} \backslash\{0\}$. Examples of monomial orderings are the lexicographic order ' $\succ_{\text {lex }}$ ', where $\mathbf{x}^{\alpha} \succ_{\text {lex }} \mathbf{x}^{\beta}$ if $\alpha>\beta$ for a lexicographic order on $\mathbb{N}^{n}$, or the graded lexicographic order ${ }^{\prime} \succ_{\text {grlex }}$ ', where $\mathbf{x}^{\alpha} \succ_{\text {grlex }} \mathbf{x}^{\beta}$ if $|\alpha|>|\beta|$, or $|\alpha|=|\beta|$ and $\mathbf{x}^{\alpha} \succ_{\text {lex }} \mathbf{x}^{\beta}$. The latter is an example of a total degree monomial ordering, i.e., a monomial ordering $\succ$ such that $\mathbf{x}^{\alpha} \succ \mathbf{x}^{\beta}$ whenever $|\alpha|>|\beta|$.

Fix a monomial ordering $\succ$ on $\mathbb{R}[\mathbf{x}]$. For a nonzero polynomial $f=$ $\sum_{\alpha} f_{\alpha} \mathbf{x}^{\alpha}$, its terms are the quantities $f_{\alpha} \mathbf{x}^{\alpha}$ with $f_{\alpha} \neq 0$ and its leading term $\operatorname{LT}(f)$ is defined as the maximum $f_{\alpha} \mathbf{x}^{\alpha}$ with respect to the given ordering for which $f_{\alpha} \neq 0$. Let $\mathcal{I}$ be an ideal in $\mathbb{R}[\mathbf{x}]$. Its leading term ideal
is $\operatorname{LT}(\mathcal{I}):=(\operatorname{LT}(f) \mid f \in \mathcal{I})$ and the set

$$
\mathcal{B}_{\succ}:=\mathbb{T}_{n} \backslash \operatorname{LT}(\mathcal{I})=\left\{\mathbf{x}^{\alpha} \mid \operatorname{LT}(f) \text { does not divide } \mathbf{x}^{\alpha} \quad \forall f \in \mathcal{I}\right\}
$$

is the set of standard monomials. A finite subset $G \subseteq \mathcal{I}$ is called a Gröbner basis of $\mathcal{I}$ if $\operatorname{LT}(\mathcal{I})=\operatorname{LT}(G)$; that is, if the leading term of every nonzero polynomial in $\mathcal{I}$ is divisible by the leading term of some polynomial in $G$. Hence $\mathbf{x}^{\alpha} \in \mathcal{B}_{\succ}$ if and only if $\mathbf{x}^{\alpha}$ is not divisible by the leading term of any polynomial in $G$. A Gröbner basis always exists and it can be constructed, e.g., using the algorithm of Buchberger.

Once a monomial ordering $\succ$ is fixed, one can apply the division algorithm. Given nonzero polynomials $f, g_{1}, \ldots, g_{m}$, the division algorithm applied to dividing $f$ by $g_{1}, \ldots, g_{m}$ produces polynomials $u_{1}, \ldots, u_{m}$ and $r$ satisfying $f=\sum_{j=1}^{m} u_{j} g_{j}+r$, no term of $r$ is divisible by $\operatorname{LT}\left(g_{j}\right)(j=1, \ldots, m)$ if $r \neq 0$, and $\operatorname{LT}(f) \succ \operatorname{LT}\left(u_{j} g_{j}\right)$ if $u_{j} \neq 0$. Hence $\operatorname{deg}(f) \geq \operatorname{deg}\left(u_{j} g_{j}\right)$ if $u_{j} \neq 0$, when the monomial ordering is a graded lexicographic order. When the polynomials $g_{1}, \ldots, g_{m}$ form a Gröbner basis of the ideal $\mathcal{I}:=\left(g_{1}, \ldots, g_{m}\right)$, the remainder $r$ is uniquely determined and $r$ is a linear combination of the set of standard monomials, i.e., $r \in \operatorname{Span}_{\mathbb{R}}\left(\mathcal{B}_{\succ}\right)$; in particular, $f \in \mathcal{I}$ if and only if $r=0$. In other words, the set $\mathcal{B}_{\succ}$ of standard monomials is a basis of the quotient vector space $\mathbb{R}[\mathbf{x}] / \mathcal{I}$.

Example 2.8. Consider the polynomial $f=\mathbf{x}^{2} \mathbf{y}+\mathbf{x y}^{2}+\mathbf{y}^{2}$ to be divided by the polynomials $h_{1}=\mathbf{x y}-1, h_{2}=\mathbf{y}^{2}-1$. Fix the lex order with $\mathbf{x}>\mathbf{y}$. Then $\operatorname{LT}(f)=\mathbf{x}^{2} \mathbf{y}, \operatorname{LT}\left(h_{1}\right)=\mathbf{x y}, \operatorname{LT}\left(h_{2}\right)=\mathbf{y}^{2} . A s \operatorname{LT}\left(h_{1}\right) \mid \operatorname{LT}(f)$, we write

$$
f=\mathbf{x}^{2} \mathbf{y}+\mathbf{x y}^{2}+\mathbf{y}^{2}=\underbrace{(\mathbf{x y}-1)}_{h_{1}}(\mathbf{x}+\mathbf{y})+\underbrace{\mathbf{x}+\mathbf{y}^{2}+\mathbf{y}}_{q} .
$$

Now $\operatorname{LT}(q)=\mathbf{x}$ is not divisible by $\operatorname{LT}\left(h_{1}\right), \operatorname{LT}\left(h_{2}\right)$, but $\operatorname{LT}\left(h_{2}\right)$ divides the term $\mathbf{y}^{2}$ of $q$. Thus write

$$
q=\underbrace{\left(\mathbf{y}^{2}-1\right)}_{h_{2}}+\mathbf{x}+\mathbf{y}+1
$$

This gives

$$
\begin{equation*}
f=h_{1}(\mathbf{x}+\mathbf{y})+h_{2}+\mathbf{x}+\mathbf{y}+1 \tag{2.7}
\end{equation*}
$$

No term of the polynomial $r:=\mathbf{x}+\mathbf{y}+1$ is divisible by $\operatorname{LT}\left(h_{1}\right), \operatorname{LT}\left(h_{2}\right)$, thus $r$ is the remainder of the division of $f$ by $h_{1}, h_{2}$ (in that order). If we do the division by $h_{2}, h_{1}$ then we get the following decomposition:

$$
\begin{equation*}
f=(\mathbf{x}+1) h_{2}+\mathbf{x} h_{1}+2 \mathbf{x}+1 \tag{2.8}
\end{equation*}
$$

Thus (2.7), (2.8) are two disctinct decompositions of $f$ of the form

$$
f=\sum_{i=1}^{2} u_{i} h_{i}+r
$$

where no term of $r$ is divisible by $\operatorname{LT}\left(h_{1}\right), \operatorname{LT}\left(h_{2}\right)$. Hence the remainder is not uniquely defined. This is because the set $\left\{h_{1}, h_{2}\right\}$ is not a Gröbner basis of the ideal $\mathcal{I}:=\left(h_{1}, h_{2}\right)$. Indeed the polynomial

$$
h_{3}:=\mathbf{y} h_{1}-\mathbf{x} h_{2}=\mathbf{y}(\mathbf{x y}-1)-\mathbf{x}\left(\mathbf{y}^{2}-1\right)=\mathbf{x}-\mathbf{y} \in \mathcal{I}
$$

and $\operatorname{LT}\left(h_{3}\right)=\mathbf{x}$ is not divisible by $\operatorname{LT}\left(h_{1}\right), \operatorname{LT}\left(h_{2}\right)$. For the given monomial ordering, the set of standard monomials is $\mathcal{B}=\{1, \mathbf{y}\}$, the set $\left\{h_{2}, h_{3}\right\}$ is a Gröbner basis of $\mathcal{I}$, and $\operatorname{dim} \mathbb{R}[\mathbf{x}] / \mathcal{I}=2=\left|V_{\mathbb{C}}(\mathcal{I})\right|$ with $V_{\mathbb{C}}(\mathcal{I})=$ $\{(1,1),(-1,-1)\}$.
2.4. Solving systems of polynomial equations. One of the attractive features of Lasserre's method for minimizing a polynomial over a semialgebraic set is that, when some technical rank condition holds for the optimum solution of the given relaxation, then this relaxation is in fact exact and moreover one can extract global minimizers for the original problem. This extraction procedure requires to solve a system of polynomial equations

$$
h_{1}(x)=0, \ldots, h_{m_{0}}(x)=0,
$$

where the ideal $\mathcal{I}:=\left(h_{1}, \ldots, h_{m_{0}}\right)$ is zero-dimensional (and in fact radical). This problem has received considerable attention in the literature. We present the so-called eigenvalue method (also known as the Stetter-Möller method [108]) which relates the points of $V_{\mathbb{C}}(\mathcal{I})$ to the eigenvalues of the multiplication operators in the quotient space $\mathbb{R}[\mathbf{x}] / \mathcal{I}$. See, e.g., $[23,40$, 161] for a detailed account on this method and various other methods for solving systems of polynomial equations.

Fix a basis $\mathcal{B}=\left\{b_{1}, \ldots, b_{N}\right\}$ of $\mathbb{R}[\mathbf{x}] / \mathcal{I}$ and let $M_{h}$ denote the matrix of the multiplication operator operator $m_{h}$ from (2.6) with respect to the basis $\mathcal{B}$. Namely, for $j=1, \ldots, N$, let $\operatorname{res}_{\mathcal{B}}\left(h b_{j}\right)=\sum_{i=1}^{N} a_{i j} b_{i}$ denote the residue of $h b_{j}$ modulo $\mathcal{I}$ w.r.t. $\mathcal{B}$, i.e.,

$$
\begin{equation*}
h b_{j}-\sum_{i=1}^{N} a_{i j} b_{i} \in \mathcal{I} \tag{2.9}
\end{equation*}
$$

then the $j$ th column of $M_{h}$ is equal to the vector $\left(a_{i j}\right)_{i=1}^{N}$. When $h=\mathbf{x}_{i}$, the multiplication matrices $M_{\mathbf{x}_{i}}(i=1, \ldots, n)$ are also known as the companion matrices of the ideal $\mathcal{I}$. Theorem 2.9 below shows that the coordinates of the points $v \in V$ can be obtained from the eigenvalues of the companion matrices. As a motivation we first treat the univariate case.
2.4.1. Motivation: The univariate case. Given a univariate polynomial

$$
p=\mathbf{x}^{d}-p_{d-1} \mathbf{x}^{d-1}-\ldots-p_{0}
$$

consider the ideal $\mathcal{I}=(p)$ (obviously zero-dimensional). The set $\mathcal{B}=$ $\left\{1, \mathbf{x}, \ldots, \mathbf{x}^{d-1}\right\}$ is a basis of $\mathbb{R}[\mathbf{x}] /(p)$. With respect to $\mathcal{B}$, the multiplication matrix $M_{\mathbf{x}}$ has the form

$$
M_{\mathbf{x}}=\left(\begin{array}{cccc}
0 & \ldots & 0 & p_{0} \\
& & & p_{1} \\
& I & & \vdots \\
& & & p_{d-1}
\end{array}\right)
$$

where $I$ is the identity matrix of size $(d-1) \times(d-1)$. One can verify that $\operatorname{det}\left(M_{\mathbf{x}}-t I\right)=(-1)^{d} p(t)$. Therefore, the eigenvalues of the companion matrix $M_{\mathbf{x}}$ are precisely the roots of the polynomial $p$. We now see how this fact extends to the multivariate case.
2.4.2. The multivariate case. The multiplication operators $m_{\mathbf{x}_{1}}, \ldots, m_{\mathbf{x}_{n}}$ commute pairwise. Therefore the set $\left\{M_{f} \mid f \in \mathbb{R}[\mathbf{x}]\right\}$ is a commutative algebra of $N \times N$ matrices. For a polynomial $h \in \mathbb{R}[\mathbf{x}]$, $h=\sum_{\alpha} h_{\alpha} \mathbf{x}^{\alpha}$, note that

$$
\begin{gathered}
M_{h}=h\left(M_{\mathbf{x}_{1}}, \ldots, M_{\mathbf{x}_{n}}\right)=\sum_{\alpha} h_{\alpha}\left(M_{\mathbf{x}_{1}}\right)^{\alpha_{1}} \cdots\left(M_{\mathbf{x}_{n}}\right)^{\alpha_{n}}=: h(M), \\
M_{h}=0 \Longleftrightarrow h \in \mathcal{I} .
\end{gathered}
$$

Based on this, one can easily find the minimal polynomial of $M_{h}$ (i.e. the monic polynomial $p \in \mathbb{R}[\mathbf{t}]$ of smallest degree for which $\left.p\left(M_{h}\right)=0\right)$. Indeed, for $p=\sum_{i=0}^{d} p_{i} \mathbf{t}^{i} \in \mathbb{R}[\mathbf{t}], p\left(M_{h}\right)=\sum_{i} p_{i}\left(M_{h}\right)^{i}=M_{p(h)}=0$ if and only if $p(h) \in \mathcal{I}$. Thus one can find the minimal polynomial of $M_{h}$ by computing the smallest integer $d$ for which the set $\left\{[1],[h], \ldots,\left[h^{d}\right]\right\}$ is linearly dependent in $\mathbb{R}[\mathbf{x}] / \mathcal{I}$. In particular, the minimal polynomial of $M_{\mathbf{x}_{i}}$ is the monic generator of the elimination ideal $\mathcal{I} \cap \mathbb{R}\left[\mathbf{x}_{i}\right]$.

Let $p_{v} \in \mathbb{R}[\mathbf{x}]$ be Lagrange interpolation polynomials at the points of $V_{\mathbb{C}}(\mathcal{I})$. As observed in Lemma 2.7, we may assume that $p_{v} \in \operatorname{Span}_{\mathbb{R}}(\mathcal{B})$ for all $v \in V_{\mathbb{C}}(\mathcal{I})$. For a polynomial $p \in \operatorname{Span}_{\mathbb{R}}(\mathcal{B}), p=\sum_{i=1}^{N} a_{i} b_{i}$ with $a_{i} \in \mathbb{R}$, let $\operatorname{vec}_{\mathcal{B}}(p):=\left(a_{i}\right)_{i=1}^{N}$ denote the vector of its coefficients in $\mathcal{B}$. Set $\zeta_{\mathcal{B}, v}:=\left(b_{i}(v)\right)_{i=1}^{N} \in \mathbb{C}^{N}$, the vector of evaluations at $v$ of the polynomials in the basis $\mathcal{B}$. Observe that

$$
\begin{equation*}
\left\{\zeta_{\mathcal{B}, v} \mid v \in V_{\mathbb{C}}(\mathcal{I})\right\} \text { is linearly independent in } \mathbb{C}^{N} \tag{2.10}
\end{equation*}
$$

Indeed assume $\sum_{v \in V_{\mathbb{C}}(\mathcal{I})} \lambda_{v} \zeta_{\mathcal{B}, v}=0$, i.e., $\sum_{v \in V_{\mathbb{C}}(\mathcal{I})} \lambda_{v} b_{i}(v)=0$ for $i=$ $1, \ldots, N$. As $\mathcal{B}$ is a basis of $\mathbb{R}[\mathbf{x}] / \mathcal{I}$, this implies that $\sum_{v \in V_{\mathbb{C}}(\mathcal{I})} \lambda_{v} f(v)=0$ for any $f \in \mathbb{R}[\mathbf{x}]$. Applying this to $f:=\operatorname{Re}\left(p_{v}\right), \operatorname{Im}\left(p_{v}\right)$ we find $\lambda_{v}=0 \forall v$.

THEOREM 2.9. (Stickelberger eigenvalue theorem) Let $h \in \mathbb{R}[\mathbf{x}]$. The set $\left\{h(v) \mid v \in V_{\mathbb{C}}(\mathcal{I})\right\}$ is the set of eigenvalues of $M_{h}$. More precisely,

$$
\begin{equation*}
M_{h}^{T} \zeta_{\mathcal{B}, v}=h(v) \zeta_{\mathcal{B}, v} \quad \forall v \in V_{\mathbb{C}}(\mathcal{I}) \tag{2.11}
\end{equation*}
$$

and, if $\mathcal{I}$ is radical, then

$$
\begin{equation*}
M_{h} \operatorname{vec}_{\mathcal{B}}\left(p_{v}\right)=h(v) \operatorname{vec}_{\mathcal{B}}\left(p_{v}\right) \quad \forall v \in V_{\mathbb{C}}(\mathcal{I}) . \tag{2.12}
\end{equation*}
$$

Proof. We first show (2.11). Indeed, $\left(M_{h}^{T} \zeta_{\mathcal{B}, v}\right)_{j}=\sum_{i=1}^{N} b_{j}(v) a_{i j}$ is equal to $h(v) b_{j}(v)$ (using (2.9)). Thus $h(v)$ is an eigenvalue of $M_{h}^{T}$ with eigenvector $\zeta_{\mathcal{B}, v}$. Note that $\zeta_{\mathcal{B}, v} \neq 0$ by (2.10).

We now show (2.12) assuming that $\mathcal{I}$ is radical. Say, $p_{v}=\sum_{j=1}^{N} c_{j} b_{j}$, i.e., $\operatorname{vec}_{\mathcal{B}}\left(p_{v}\right)=\left(c_{j}\right)_{j=1}^{N}$. The $i$-th component of $q:=M_{h} \operatorname{vec}_{\mathcal{B}}\left(p_{v}\right)$ is $q_{i}=$ $\sum_{j=1}^{N} a_{i j} c_{j}$. In order to show $q_{i}=h(v) c_{i}$ for all $i$, it suffices to show that the polynomial $f:=\sum_{i=1}^{N}\left(q_{i}-h(v) c_{i}\right) b_{i}$ belongs to $\mathcal{I}$; as $\mathcal{I}$ is radical, this holds if we can show that $f$ vanishes on $V_{\mathbb{C}}(\mathcal{I})$. Now,

$$
\begin{aligned}
f & =\sum_{i=1}^{N}\left(\sum_{j=1}^{N} a_{i j} c_{j}-h(v) c_{i}\right) b_{i}=\sum_{j=1}^{N} c_{j}\left(\sum_{i=1}^{N} a_{i j} b_{i}\right)-h(v) \sum_{i=1}^{N} c_{i} b_{i} \\
& =\sum_{j=1}^{N} c_{j}\left(\sum_{i=1}^{N} a_{i j} b_{i}-h b_{j}+h b_{j}\right)-h(v) p_{v} \\
& \equiv \sum_{j=1}^{N} c_{j} h b_{j}-h(v) p_{v}=(h-h(v)) p_{v} \quad \bmod \mathcal{I}
\end{aligned}
$$

(using (2.9)). Thus, $f$ vanishes $V_{\mathbb{C}}(\mathcal{I})$ and thus $f \in \mathcal{I}$.
Remains to show that any eigenvalue $\lambda$ of $M_{h}$ belongs to the set $h\left(V_{\mathbb{C}}(\mathcal{I})\right):=\left\{h(v) \mid v \in V_{\mathbb{C}}(\mathcal{I})\right\}$. If $\mathcal{I}$ is radical, this is clear since we have already found $\left|V_{\mathbb{C}}(\mathcal{I})\right|=N$ linearly independent eigenvectors $\zeta_{\mathcal{B}, v}$ $\left(v \in V_{\mathbb{C}}(\mathcal{I})\right)($ by $(2.10))$. Otherwise, assume $\lambda \notin h\left(V_{\mathbb{C}}(\mathcal{I})\right)$. Then the system $h_{1}(x)=0, \ldots, h_{m_{0}}(x)=0, h(x)-\lambda=0$ has no solution. By Hilbert's Nullstellensatz (Theorem 2.1), $1 \in\left(h_{1}, \ldots, h_{m_{0}}, h-\lambda\right)$. That is, $1=\sum_{j=1}^{m_{0}} f_{j} h_{j}+f(h-\lambda)$ for some polynomials $f_{j}, f$. Hence,
$I=M_{1}=M_{\sum_{j=1}^{m_{0}} f_{j} h_{j}+f(h-\lambda)}=\sum_{j=1}^{m_{0}} M_{f_{j} h_{j}}+M_{f}\left(M_{h}-\lambda I\right)=M_{f}\left(M_{h}-\lambda I\right)$
since $M_{f_{j} h_{j}}=0$ as $f_{j} h_{j} \in \mathcal{I}$. Thus $M_{h}-\lambda I$ is nonsingular which means that $\lambda$ is not an eigenvalue of $M_{h}$.

Example 2.10. Consider the ideal $\mathcal{I}=\left(h_{1}, h_{2}, h_{3}\right) \subseteq \mathbb{R}[\mathbf{x}, \mathbf{y}]$ where

$$
\begin{aligned}
& h_{1}=\mathbf{x}^{2}+2 \mathbf{y}^{2}-2 \mathbf{y} \\
& h_{2}=\mathbf{x y}^{2}-\mathbf{x y} \\
& h_{3}=\mathbf{y}^{3}-2 \mathbf{y}^{2}+\mathbf{y} .
\end{aligned}
$$

Obviously, $V_{\mathbb{C}}(\mathcal{I})=\{(0,0),(0,1)\}$. One can show that, with respect to the lexicographic order with $\mathbf{x}>\mathbf{y}$, the set $\left\{h_{1}, h_{2}, h_{3}\right\}$ is a Gröbner basis of
I. As the leading terms of $h_{1}, h_{2}, h_{3}$ are $\mathbf{x}^{2}, \mathbf{x y}^{2}, \mathbf{y}^{3}$, the corresponding set of standard monomials is $\mathcal{B}=\left\{1, \mathbf{y}, \mathbf{y}^{2}, \mathbf{x}, \mathbf{x y}\right\}$ and $\operatorname{dim} \mathbb{R}[\mathbf{x}, \mathbf{y}] / \mathcal{I}=5$. As $\mathbf{x}^{2} \mathbf{y} \equiv-2 \mathbf{y}^{2}+2 \mathbf{y} \bmod \mathcal{I}$, the multiplication matrices read:

$$
M_{\mathbf{x}}=\left(\begin{array}{ccccc}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 2 & 2 \\
0 & 0 & 0 & -2 & -2 \\
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 0
\end{array}\right), M_{\mathbf{y}}=\left(\begin{array}{ccccc}
0 & 0 & 0 & 0 & 0 \\
1 & 0 & -1 & 0 & 0 \\
0 & 1 & 2 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1
\end{array}\right)
$$

and their characteristic polynomials are $\operatorname{det}\left(M_{\mathbf{x}}-t I\right)=t^{5}, \operatorname{det}\left(M_{\mathbf{y}}-t I\right)=$ $t^{2}(t-1)^{3}$.

Example 2.11. Consider now the ideal $\mathcal{I}=\left(\mathbf{x}^{2}, \mathbf{y}^{2}\right)$ in $\mathbb{R}[\mathbf{x}, \mathbf{y}]$. Obviously, $V_{\mathbb{C}}(\mathcal{I})=\{(0,0)\},\left\{\mathbf{x}^{2}, \mathbf{y}^{2}\right\}$ is a Gröbner basis w.r.t. any monomial ordering, with corresponding set $\mathcal{B}=\{1, \mathbf{x}, \mathbf{y}, \mathbf{x y}\}$ of standard monomials. Thus $\operatorname{dim} \mathbb{R}[\mathbf{x}, \mathbf{y}] / \mathcal{I}=4$,

$$
M_{\mathbf{x}}=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0
\end{array}\right), M_{\mathbf{y}}=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{array}\right)
$$

both with characteristic polynomial $t^{4}$.
By Theorem 2.9, the eigenvalues of the companion matrices $M_{\mathbf{x}_{i}}$ are the coordinates $v_{i}$ of the points $v \in V_{\mathbb{C}}(\mathcal{I})$. It is however not clear how to put these coordinates together for recovering the full vectors $v$. For this it is better to use the eigenvectors $\zeta_{\mathcal{B}, v}$ of the transpose multiplication matrices. Recall that a square matrix $M$ is non-derogatory if all its eigenspaces have dimension 1 ; that is, if $\operatorname{dim} \operatorname{Ker}(M-\lambda I)=1$ for each eigenvalue $\lambda$ of $M$. The next result follows directly from Theorem 2.9.

Lemma 2.12. The following holds for a multiplication matrix $M_{h}$.
(i) If $M_{h}^{T}$ is non-derogatory then $h(v)\left(v \in V_{\mathbb{C}}(\mathcal{I})\right)$ are pairwise distinct.
(ii) If $\mathcal{I}$ is radical and $h(v)\left(v \in V_{\mathbb{C}}(\mathcal{I})\right)$ are pairwise distinct, then $M_{h}^{T}$ is non-derogatory.
2.4.3. Computing $V_{\mathbb{C}}(\mathcal{I})$ with a non-derogatory multiplication matrix. Assume we can find $h \in \mathbb{R}[\mathbf{x}]$ for which the matrix $M_{h}^{T}$ is nonderogatory. We can assume without loss of generality that the chosen basis $\mathcal{B}$ of $\mathbb{R}[\mathbf{x}] / \mathcal{I}$ contains the constant polynomial $b_{1}=1$. Let $\lambda$ be an eigenvalue of $M_{h}^{T}$ with eigenvector $u$. By Theorem 2.9, $\lambda=h(v)$ and $u$ is a scalar multiple of $\zeta_{\mathcal{B}, v}$ for some $v \in V_{\mathbb{C}}(\mathcal{I})$; by rescaling (i.e. replace $u$ by $u / u_{1}$ where $u_{1}$ is the component of $u$ indexed by $b_{1}=1$ ), we may assume $u=\zeta_{\mathcal{B}, v}$. If $\mathbf{x}_{1}, \ldots, \mathbf{x}_{n} \in \mathcal{B}$, one can read the coordinates of $v$ directly from the eigenvector $u$. Otherwise, express $\mathbf{x}_{i}$ as a linear combination modulo $\mathcal{I}$ of the members of $\mathcal{B}$, say, $\mathbf{x}_{i}=\sum_{j=1}^{N} c_{j} b_{j} \bmod \mathcal{I}$. Then, $v_{i}=\sum_{j=1}^{N} c_{j} b_{j}(v)$ can be computed from the coordinates of the eigenvector $u$.

One can show that if there exists some $h \in \mathbb{R}[\mathbf{x}]$ for which $M_{h}^{T}$ is non-derogatory, then there exists a linear such polynomial $h=\sum_{i=1}^{n} c_{i} \mathbf{x}_{i}$. Following the strategy of Corless, Gianni and Trager [24], one can find such $h$ by choosing the $c_{i}$ 's at random. Then, with high probability, $h(v)$ $\left(v \in V_{\mathbb{C}}(\mathcal{I})\right)$ are pairwise distinct. If $\mathcal{I}$ is radical then $M_{h}^{T}$ is non-derogatory (by Lemma 2.12). If we succeed to find a non-derogatory matrix after a few trials, we can proceed to compute $V_{\mathbb{C}}(\mathcal{I})$; otherwise we are either unlucky or there exists no non-derogatory matrix. Then one possibility is to compute the radical $\sqrt{\mathcal{I}}$ of $\mathcal{I}$ using, for instance, the following characterization:

$$
\sqrt{\mathcal{I}}=\left(h_{1}, \ldots, h_{m},\left(p_{1}\right)_{\text {red }}, \ldots,\left(p_{n}\right)_{\text {red }}\right)
$$

where $p_{i}$ is the monic generator of $\mathcal{I} \cap \mathbb{R}\left[\mathbf{x}_{i}\right]$ and $\left(p_{i}\right)_{\text {red }}$ is its square-free part. The polynomial $p_{i}$ can be found in the following way: Let $k_{i}$ be the smallest integer for which the set $\left\{[1],\left[\mathbf{x}_{i}\right], \ldots,\left[\mathbf{x}_{i}^{k_{i}}\right]\right\}$ is linearly dependent in $\mathbb{R}[\mathbf{x}] / \mathcal{I}$. Then the polynomial $\mathbf{x}_{i}^{k_{i}}+\sum_{j=0}^{k_{i}-1} c_{j} \mathbf{x}_{i}^{j}$ lies in $\mathcal{I}$ for some scalars $c_{j}$ and, by the minimality of $k_{i}$, it generates $\mathcal{I} \cap \mathbb{R}\left[\mathbf{x}_{i}\right]$.

EXAMPLE 2.10 (continued). None of $M_{\mathrm{x}}^{T}, M_{\mathbf{y}}^{T}$ is non-derogatory. Indeed, 0 is the only eigenvalue of $M_{\mathbf{x}}^{T}$ whose corresponding eigenspace is $\operatorname{Ker} M_{\mathbf{x}}^{T}=\left\{u \in \mathbb{R}^{5} \mid u_{2}=u_{3}, u_{4}=u_{5}=0\right\}$ with dimension 2 and spanned by $\zeta_{\mathcal{B},(0,0)}$ and $\zeta_{\mathcal{B},(0,1)}$. The eigenspace of $M_{\mathbf{y}}^{T}$ for eigenvalue 0 is $\operatorname{Ker} M_{\mathbf{y}}^{T}=\left\{u \in \mathbb{R}^{5} \mid u_{2}=u_{3}=u_{5}=0\right\}$ with dimension 2 and spanned by $\zeta_{\mathcal{B},(0,0)}$ and $(0,0,0,1,0)^{T}$. The eigenspace with eigenvalue 1 is $\operatorname{Ker}\left(M_{\mathbf{y}}^{T}-I\right)=\left\{u \in \mathbb{R}^{5} \mid u_{1}=u_{2}=u_{3}, u_{4}=u_{5}\right\}$ also with dimension 2 and spanned by $\zeta_{\mathcal{B},(0,1)}$ and $(0,0,0,1,1)^{T}$. Thus, for $h=\mathbf{y}$, this gives an example where $h(v)\left(v \in V_{\mathbb{C}}(\mathcal{I})\right)$ are pairwise distinct, yet the matrix $M_{h}^{T}$ is not non-derogatory. On the other hand, for $h=2 \mathbf{x}+3 \mathbf{y}$,

$$
M_{h}=2 M_{\mathbf{x}}+3 M_{\mathbf{y}}=\left(\begin{array}{ccccc}
0 & 0 & 0 & 0 & 0 \\
3 & 0 & -3 & 4 & 4 \\
0 & 3 & 6 & -4 & -4 \\
2 & 0 & 0 & 0 & 0 \\
0 & 2 & 2 & 3 & 3
\end{array}\right)
$$

and $M_{h}^{T}$ is non-derogatory. Indeed, $M_{h}^{T}$ has two eigenvalues 0,3 . The eigenspace for the eigenvalue 0 is spanned by $\zeta_{\mathcal{B},(0,0)}$, permitting to extract the root $v=(0,0)$, and the eigenspace for the eigenvalue 3 is spanned by $\zeta_{\mathcal{B},(0,1)}$, permitting to extract the root $v=(0,1)$.

Example 2.11 (continued). In this example every matrix $M_{h}^{T}$ is derogatory. Indeed, say $h=a+b \mathbf{x}+c \mathbf{y}+d \mathbf{x}^{2}+e \mathbf{x y}+\ldots$. Then,

$$
M_{h}=\left(\begin{array}{cccc}
a & b & c & e \\
0 & a & 0 & c \\
0 & 0 & a & b \\
0 & 0 & 0 & a
\end{array}\right)
$$

Thus $a$ is the only eigenvalue of $M_{h}^{T}$ with eigenvector space of dimension at least 2 .
2.4.4. Root counting with Hermite's quadratic form. We recall here how to use the multiplication matrices in $\mathbb{R}[\mathbf{x}] / \mathcal{I}$ for counting the complex/real roots of $\mathcal{I}$. (See e.g. [8] for details.)

Multiplicity of roots. We first recall some basic facts about multiplicities of roots. Let $\mathcal{I}$ be a zero-dimensional ideal in $\mathbb{R}[\mathbf{x}]$. When $\mathcal{I}$ is radical, $\left|V_{\mathbb{C}}(\mathcal{I})\right|=\operatorname{dim} \mathbb{R}[\mathbf{x}] / \mathcal{I}$ and each root $v \in V_{\mathbb{C}}(\mathcal{I})$ has single multiplicity. When $\mathcal{I}$ is not radical, we have $\left|V_{\mathbb{C}}(\mathcal{I})\right|<\operatorname{dim} \mathbb{R}[\mathbf{x}] / \mathcal{I}=: N$. There is a well defined notion of multiplicity mult $(v)$ for each root $v \in V_{\mathbb{C}}(\mathcal{I})$ such that $N=\sum_{v \in V_{\mathrm{C}}(\mathcal{I})} \operatorname{mult}(v)$. We just sketch the idea and refer e.g. to [40, Chap. 2] or [26] for details.

One can verify that $\mathcal{I}$ can be written as $\mathcal{I}=\bigcap_{v \in V(\mathcal{I})} \mathcal{I}_{v}$, where

$$
\mathcal{I}_{v}:=\{f \in \mathbb{R}[\mathbf{x}] \mid f g \in \mathcal{I} \text { for some } g \in \mathbb{R}[\mathbf{x}] \text { with } g(v) \neq 0\}
$$

are (primary) ideals with $V_{\mathbb{C}}\left(\mathcal{I}_{v}\right)=\{v\}$ for all $v \in V_{\mathbb{C}}(\mathcal{I})$. Moreover,

$$
\begin{equation*}
\mathbb{R}[\mathbf{x}] / \mathcal{I} \simeq \prod_{v \in V_{\mathrm{C}}(\mathcal{I})} \mathbb{R}[\mathbf{x}] / \mathcal{I}_{v} \tag{2.13}
\end{equation*}
$$

Then, $\operatorname{mult}(v):=\operatorname{dim} \mathbb{R}[\mathbf{x}] / \mathcal{I}_{v}$ is called the multiplicity of $v \in V_{\mathbb{C}}(\mathcal{I})$, and we have $N=\sum_{v \in V_{\mathbb{C}}(\mathcal{I})} \operatorname{mult}(v)$.

Let us briefly compare this notion of multiplicity to the classical algebraic and geometric multiplicities of eigenvalues. Let $\lambda_{1}, \ldots, \lambda_{k}$ be the distinct eigenvalues of an $N \times N$ matrix $A$ and say its characteristic polynomial reads $\operatorname{det}(A-\mathbf{t} I)=\prod_{i=1}^{k}\left(\mathbf{t}-\lambda_{i}\right)^{m_{i}}$. Then $m_{i}$ is the algebraic multiplicity of $\lambda_{i}$ while $m_{i}^{\prime}:=\operatorname{dim} \operatorname{Ker}\left(A-\lambda_{i} I\right)$ is its geometric multiplicity. Then, $\sum_{i=1}^{k} m_{i}=N$. Moreover, $m_{i}^{\prime} \leq m_{i}$ for all $i$. Thus the sum of the geometric multiplicities is equal to $N$ precisely when $A$ has a full set of $N$ linearly independent eigenvectors. In fact, the algebraic multiplicity of $\lambda_{i}$ is equal to the dimension of its associated generalized eigenspace, i.e., $m_{i}=\operatorname{dim}\left\{u \in \mathbb{R}^{N} \mid\left(A-\lambda_{i} I\right)^{r} u=0\right.$ for some $\left.r \geq 1\right\}$.

Given a polynomial $h \in \mathbb{R}[\mathbf{x}]$, consider the multiplication matrix $M_{h}$. The characteristic polynomial of $M_{h}$ is equal to

$$
\operatorname{det}\left(M_{h}-\mathbf{t} I\right)=\prod_{v \in V_{\mathbb{C}}(\mathcal{I})}(t-h(v))^{\operatorname{mult}(v)}
$$

which follows using (2.13), the fact that $h(v)$ is the only eigenvalue of the multiplication operator by $h$ in $\mathbb{R}[\mathbf{x}] / I_{v}$, and $\operatorname{mult}(v)=\operatorname{dim} \mathbb{R}[\mathbf{x}] / I_{v}$. Therefore,

$$
\begin{equation*}
\operatorname{Tr}\left(M_{h}\right)=\sum_{v \in V_{\mathbb{C}}(\mathcal{I})} \operatorname{mult}(v) h(v) \tag{2.14}
\end{equation*}
$$

Summarizing, for $v \in V_{\mathbb{C}}(\mathcal{I})$, we have three notions of multiplicity:

- the multiplicity mult $(v)$ of $v$ as a root of $\mathcal{I}$,
- the algebraic multiplicity of $h(v)$ as eigenvalue of $M_{h}^{T}$, i.e., the exponent of $t-h(v)$ in the characteristic polynomial of $M_{h}^{T}$,
- and the geometric multiplicity of $h(v)$, i.e., the dimension of the (usual) eigenspace corresponding to the eigenvalue $h(v)$ of $M_{h}^{T}$.

Lemma 2.13. Assume the values $h(v)\left(v \in V_{\mathbb{C}}(\mathcal{I})\right)$ are pairwise distinct. Then, mult $(v)$ is equal to the algebraic multiplicity of $h(v)$. Moreover, if $\mathcal{I}$ is radical, then $\operatorname{mult}(v)=1$ and is equal to both the algebraic and the geometric multiplicities of $h(v)$ as eigenvalue of $M_{h}^{T}$.

Example 2.10 (continued). One may show that $\mathcal{I}_{(0,0)}=\left(x^{2}, y\right)$, $\mathcal{I}_{(0,1)}=\left(x^{2}+2(y-1), x(y-1),(y-1)^{2}\right)$, so that $\operatorname{dim} \mathbb{R}[\mathbf{x}] / \mathcal{I}_{(0,0)}=2=$ $\operatorname{mult}(0,0), \operatorname{dim} \mathbb{R}[\mathbf{x}] / \mathcal{I}_{(0,1)}=3=\operatorname{mult}(0,1)$. The polynomial $h:=y$ takes distinct values at $v=(0,0)$ and $v=(0,1)$ and its characteristic polynomial is $t^{2}(t-1)^{3}$.

Root counting. Given a polynomial $h \in \mathbb{R}[\mathbf{x}]$, consider the following symmetric bilinear form:

$$
\begin{aligned}
S_{h}: & \mathbb{R}[\mathbf{x}] / \mathcal{I} \times \mathbb{R}[\mathbf{x}] / \mathcal{I} \longrightarrow \mathbb{R} \\
& (f \bmod \mathcal{I}, g \bmod \mathcal{I}) \mapsto \operatorname{Tr}\left(M_{f g h}\right)
\end{aligned}
$$

sometimes called the Hermite form, since Hermite investigated it in the univariate case. In view of (2.14),

$$
\operatorname{Tr}\left(M_{f g h}\right)=\sum_{v \in V_{\mathbb{C}}(\mathcal{I})} \operatorname{mult}(v) f(v) g(v) h(v)
$$

The matrix of $S_{h}$ with respect to a given basis $\mathcal{B}=\left\{b_{1}, \ldots, b_{N}\right\}$ of $\mathbb{R}[\mathbf{x}] / \mathcal{I}$ is the $\mathcal{B} \times \mathcal{B}$ matrix with entries $\operatorname{Tr}\left(M_{b_{i} b_{j} h}\right)=\sum_{v \in V_{\mathbb{C}}(\mathcal{I})} \operatorname{mult}(v) b_{i}(v) b_{j}(v) h(v)$ (for $i, j=1, \ldots, n$ ); that is,

$$
\begin{equation*}
S_{h}=\sum_{v \in V_{\mathbb{C}}(\mathcal{I})} \operatorname{mult}(v) h(v) \zeta_{\mathcal{B}, v} \zeta_{\mathcal{B}, v}^{T} \tag{2.15}
\end{equation*}
$$

Recall that $\zeta_{\mathcal{B}, v}=(b(v))_{b \in \mathcal{B}}$. As $S_{h}$ is an $N \times N$ real symmetric matrix, it has $N$ real eigenvalues. Denote by $\sigma_{+}\left(S_{h}\right)$ (resp., $\sigma_{-}\left(S_{h}\right)$ ) the number of positive (resp., negative) eigenvalues of $S_{h}$.

THEOREM 2.14. If $\mathcal{I} \subseteq \mathbb{R}[\mathbf{x}]$ is a 0 -dimensional ideal and $h \in \mathbb{R}[\mathbf{x}]$, then

$$
\begin{gathered}
\operatorname{rank}\left(S_{h}\right)=\left|\left\{v \in V_{\mathbb{C}}(\mathcal{I}) \mid h(v) \neq 0\right\}\right| \\
\sigma_{+}\left(S_{h}\right)-\sigma_{-}\left(S_{h}\right)=\left|\left\{v \in V_{\mathbb{R}}(\mathcal{I}) \mid h(v)>0\right\}\right|-\left|\left\{v \in V_{\mathbb{R}}(\mathcal{I}) \mid h(v)<0\right\}\right| .
\end{gathered}
$$

Proof. As $\mathcal{I} \subseteq \mathbb{R}[\mathbf{x}]$, its set of roots can be partitioned into $V_{\mathbb{C}}(\mathcal{I})=$ $V_{\mathbb{R}}(\mathcal{I}) \cup T \cup \bar{T}$, where $V_{\mathbb{R}}(\mathcal{I})=V_{\mathbb{C}}(\mathcal{I}) \cap \mathbb{R}^{n}, \bar{T}:=\{\bar{v} \mid v \in T\}$, and $T \cup \bar{T}=$ $V_{\mathbb{C}}(\mathcal{I}) \backslash V_{\mathbb{R}}(\mathcal{I})$. Set

$$
\begin{gathered}
\rho_{+}:=\left|\left\{v \in V_{\mathbb{R}}(\mathcal{I}) \mid h(v)>0\right\}\right|, \rho_{-}:=\left|\left\{v \in V_{\mathbb{R}}(\mathcal{I}) \mid h(v)<0\right\}\right| \\
\rho_{T}:=|\{v \in T \mid h(v) \neq 0\}|
\end{gathered}
$$

We now prove that $\operatorname{rank}\left(S_{h}\right)=\rho_{+}+\rho_{-}+2 \rho_{T}, \sigma_{+}:=\sigma_{+}\left(S_{h}\right)=\rho_{+}+\rho_{T}$, and $\sigma_{-}:=\sigma_{-}\left(S_{h}\right)=\rho_{-}+\rho_{T}$.

Let $U$ denote the $N \times\left|V_{\mathbb{C}}(\mathcal{I})\right|$ matrix whose columns are the vectors $\zeta_{\mathcal{B}, v}\left(v \in V_{\mathbb{C}}(\mathcal{I})\right)$ and let $D$ be the diagonal matrix with diagonal entries $\operatorname{mult}(v) h(v)\left(v \in V_{\mathbb{C}}(\mathcal{I})\right)$. As $U$ has full column rank, one can complete it to a nonsingular $N \times N$ complex matrix $V$. Similarly complete $D$ to a $N \times N$ diagonal matrix $D_{0}$ by adding zeros. Then, $S_{h}=U^{T} D U=V D_{0} V^{T}$ by (2.15). As $V$ is nonsingular, we deduce that the rank of $S_{h}$ is equal to the rank of $D_{0}$ and thus to the number of $v \in V_{\mathbb{C}}(\mathcal{I})$ with $h(v) \neq 0$. This shows $\operatorname{rank}\left(S_{h}\right)=\rho_{+}+\rho_{-}+2 \rho_{T}$.

Using the above partition of $V_{\mathbb{C}}(\mathcal{I})$, we can write

$$
U=\left(\begin{array}{lll}
A & B & \bar{B}
\end{array}\right), D=\operatorname{diag}(a b \bar{b})
$$

where $A$ is real valued, $A$ is $N \times\left|V_{\mathbb{R}}(\mathcal{I})\right|, B$ is $N \times|T|, a \in \mathbb{R}^{\left|V_{\mathbb{R}}(\mathcal{I})\right|}, b \in \mathbb{C}^{|T|}$. Hence,

$$
S_{h}=\underbrace{A \operatorname{diag}(a) A^{T}}_{A_{+} A_{+}^{T}-A_{-} A_{-}^{T}}+\underbrace{B \operatorname{diag}(b) B^{T}+\overline{B \operatorname{diag}(b) B^{T}}}_{E E^{T}-F F^{T}}
$$

Here, $A_{+}, A_{-}, E, F$ are real valued, $A_{+}$(res. $A_{-}$) has $\rho_{+}\left(\right.$resp. $\left.\rho_{-}\right)$ columns and $E, F$ have $\rho_{T}$ columns. Therefore, we can write

$$
S_{h}=\underbrace{\left(A_{+} A_{+}^{T}+E E^{T}\right)}_{P}-\underbrace{\left(A_{-} A_{-}^{T}+F F^{T}\right)}_{Q}=P-Q
$$

where $P, Q \quad$. $\quad$. $\begin{aligned} & \text { on the other hand, let }\end{aligned}$ $\left\{u_{1}, \ldots, u_{\sigma_{+}}, v_{1}, \ldots, v_{\sigma_{-}}, w_{1}, \ldots, w_{r}\right\}$ be an orthonormal basis of $\mathbb{R}^{N}$, where $\left\{u_{1}, \ldots, u_{\sigma_{+}}\right\}$are the eigenvectors for the positive eigenvalues $\lambda_{i}$ of $S_{h},\left\{v_{1}, \ldots, v_{\sigma_{-}}\right\}$are the eigenvectors for the negative eigenvalues $\mu_{i}$ of $S_{h}$ and $\left\{w_{1}, \ldots, w_{r}\right\}$ form a basis of $\operatorname{Ker}\left(S_{h}\right)$. Then, $S=S_{+}-S_{-}$, where $S_{+}:=\sum_{i=1}^{\sigma_{+}} \lambda_{i} u_{i} u_{i}^{T} \succeq 0, S_{-}:=\sum_{i=1}^{\sigma_{-}}\left(-\mu_{i}\right) v_{i} v_{i}^{T} \succeq 0$. We have: $S_{+}-S_{-}=P-Q$. Therefore, $S_{+}=\left(S_{-}+P\right)-Q$, which implies $\operatorname{Ker}\left(S_{-}+P\right) \subseteq \operatorname{Ker} S_{+}$and thus $\operatorname{Span}\left(u_{1}, \ldots, u_{\sigma_{+}}\right) \cap \operatorname{Ker} P=\{0\}$, giving

$$
\sigma_{+} \leq \operatorname{rank}(P) \leq \rho_{+}+\rho_{T}
$$

Similarly, $S_{-}=\left(S_{+}+Q\right)-P$, implying $\operatorname{Span}\left(v_{1}, \ldots, v_{\sigma_{-}}\right) \cap \operatorname{Ker} Q=\{0\}$ and thus

$$
\sigma_{-} \leq \operatorname{rank}(Q) \leq \rho_{-}+\rho_{T}
$$

This gives: $\operatorname{rank}\left(S_{h}\right)=\sigma_{+}+\sigma_{-} \leq \rho_{+}+\rho_{-}+2 \rho_{T}$. Hence equality holds, implying $\sigma_{+}=\rho_{+}+\rho_{T}$ and $\sigma_{-}=\rho_{-}+\rho_{T}$.

Using the Hermite form $S_{1}$ for the constant polynomial $h=1$, we can count $V_{\mathbb{C}}(\mathcal{I})$ and $V_{\mathbb{R}}(\mathcal{I})$.

Corollary 2.15. For the polynomial $h=1$,

$$
\operatorname{rank}\left(S_{1}\right)=\left|V_{\mathbb{C}}(\mathcal{I})\right|, \quad \sigma_{+}\left(S_{1}\right)-\sigma_{-}\left(S_{1}\right)=\left|V_{\mathbb{R}}(\mathcal{I})\right|
$$

2.5. Border bases and commuting multiplication matrices. As we saw in the previous sections, the multiplication operators $m_{\mathbf{x}_{i}}$ in the quotient space $\mathbb{R}[\mathbf{x}] / \mathcal{I}$ play a central role to compute the variety $V_{\mathbb{C}}(\mathcal{I})$. We now present a result of Mourrain [110] which relates commuting (abstract) multiplication matrices to border bases of polynomial ideals. We need some definitions.

Let $\mathcal{B} \subseteq \mathbb{T}^{n}$ be a finite set of monomials. Then $\mathcal{B}$ is said to be connected to 1 if $1 \in \mathcal{B}$ and any non-constant monomial $m \in \mathcal{B}$ can be written $m=\mathbf{x}_{i_{1}} \cdots \mathbf{x}_{i_{k}}$, where $\mathbf{x}_{i_{1}}, \mathbf{x}_{i_{1}} \mathbf{x}_{i_{2}}, \ldots, \mathbf{x}_{i_{1}} \cdots \mathbf{x}_{i_{k}} \in \mathcal{B}$. Any monomial of the form $\mathbf{x}_{i} b$, where $b \in \mathcal{B}$ and $\mathbf{x}_{i} b \notin \mathcal{B}$, is called a border monomial of $\mathcal{B}$; their set forms the border of $\mathcal{B}$, denoted as $\partial \mathcal{B}$ and defined by

$$
\partial \mathcal{B}=\left\{\mathbf{x}_{i} b \mid b \in \mathcal{B}, i=1, \ldots, n\right\} \backslash \mathcal{B} .
$$

Say $\mathcal{B}:=\left\{b_{1}, \ldots, b_{N}\right\}$. Assume that, for each border monomial $\mathbf{x}_{i} b_{j} \in \partial \mathcal{B}$, we are given a polynomial of the form

$$
g^{(i j)}:=\mathbf{x}_{i} b_{j}-\sum_{h=1}^{N} a_{h}^{(i j)} b_{h} \quad \text { where } a_{h}^{(i j)} \in \mathbb{R} .
$$

Thus, $g^{(i j)}$ permits to express the border monomial $\mathbf{x}_{i} b_{j}$ linearly in terms of the monomials in the set $\mathcal{B}$. The set

$$
\begin{equation*}
F:=\left\{g^{(i j)} \mid i=1, \ldots, n, j=1, \ldots, N \text { with } \mathbf{x}_{i} b_{j} \in \partial \mathcal{B}\right\} \tag{2.16}
\end{equation*}
$$

is called a rewriting family for $\mathcal{B}$ [110] (or as a border prebasis [70]). Indeed, it permits to 'rewrite' in $\operatorname{Span}(\mathcal{B})$ and modulo the ideal $(F)$, all monomials in the border set $\partial \mathcal{B}$, then inductively all monomials in $\partial(\partial \mathcal{B}), \partial(\partial(\partial \mathcal{B}))$, etc. When $1 \in \mathcal{B}$, one can easily verify that $\mathcal{B}$ is a generating set for the quotient space $\mathbb{R}[\mathbf{x}] /(F)$, i.e. all monomials of $\mathbb{T}^{n}$ can be rewritten in $\operatorname{Span}(\mathcal{B})$ modulo $(F)$. In general such rewriting might not be unique.

When $\mathcal{B}$ is connected to 1 , Theorem 2.16 below characterizes unicity of rewriting, i.e. the case when $\mathcal{B}$ is a basis of $\mathbb{R}[\mathbf{x}] /(F)$; in that case, the set $F$ is said to be a border basis of the ideal $(F)$.

For this, for each $i=1, \ldots, n$, consider the linear operator:

$$
\begin{array}{rlll}
\chi_{i}: & \operatorname{Span}(\mathcal{B}) & \rightarrow & \operatorname{Span}(\mathcal{B}) \\
b_{j} & \mapsto & \chi_{i}\left(b_{j}\right)= \begin{cases}\mathbf{x}_{i} b_{j} & \text { if } \mathbf{x}_{i} b_{j} \in \mathcal{B} \\
\sum_{h=1}^{N} a_{h}^{(i j)} b_{h} & \text { if } \mathbf{x}_{i} b_{j} \in \partial \mathcal{B}\end{cases} \tag{2.17}
\end{array}
$$

extended to $\operatorname{Span}(\mathcal{B})$ by linearity. When $\mathcal{B}$ is a basis of $\mathbb{R}[\mathbf{x}] /(F)$, $\chi_{i}$ corresponds to the "multiplication operator by $\mathbf{x}_{i}$ " from $\mathbb{R}[\mathbf{x}] /(F)$ to $\mathbb{R}[\mathbf{x}] /(F)$ and thus the operators $\chi_{1}, \ldots, \chi_{n}$ commute pairwise. The next result of [110] shows that the converse implication holds when $\mathcal{B}$ is connected to 1 ; this was also proved in [70] when $\mathcal{B}$ is closed under taking divisors.

Theorem 2.16. [110] Let $\mathcal{B} \subseteq \mathbb{T}^{n}$ be a finite set of monomials which is connected to 1, let $F$ be a rewriting family for $\mathcal{B}$ as in (2.16), and let $\chi_{1}, \ldots, \chi_{n}$ be defined as in (2.17). The set $\mathcal{B}$ is a basis of the quotient space $\mathbb{R}[\mathbf{x}] /(F)$ if and only if the operators $\chi_{1}, \ldots, \chi_{n}$ commute pairwise.

As we will see in Section 5.3.2, this result will be useful to prove results about flat extensions of moment matrices. We now give a proof of Theorem 2.16, following the treatment in [70].

Proof. Let $\mathcal{B}=\left\{b_{1}, \ldots, b_{N}\right\} \subseteq \mathbb{T}^{n}$ be connected to 1 with, say, $b_{1}:=1$; let $F$ be a rewriting family for $\mathcal{B}$ as in (2.16), and let $\chi_{1}, \ldots, \chi_{n}$ be the linear operators from $\operatorname{Span}(\mathcal{B})$ to $\operatorname{Span}(\mathcal{B})$ defined in (2.17). Assume that $\chi_{1}, \ldots, \chi_{n}$ commute pairwise. We show that $\mathcal{B}$ is a linear basis of $\mathbb{R}[\mathbf{x}] /(F)$. As $\mathcal{B}$ is generating for $\mathbb{R}[\mathbf{x}] /(F)$, it suffices to show that $\operatorname{dim} \mathbb{R}[\mathbf{x}] /(F) \geq|B|$.

As the $\chi_{i}$ 's commute, the operator $f(\chi):=f\left(\chi_{1}, \ldots, \chi_{n}\right)$ is well defined for any polynomial $f \in \mathbb{R}[\mathbf{x}]$. Then $\mathbb{R}[\mathbf{x}]$ acts on $\operatorname{Span}(\mathcal{B})$ by

$$
(f, p) \in \mathbb{R}[\mathbf{x}] \times \operatorname{Span}(\mathcal{B}) \mapsto f(\chi)(p) \in \operatorname{Span}(\mathcal{B})
$$

We can define the mapping

$$
\begin{array}{rlll}
\varphi: & \mathbb{R}[\mathbf{x}] & \rightarrow & \operatorname{Span}(\mathcal{B}) \\
& f & \mapsto & f(\chi)\left(b_{1}\right)
\end{array}
$$

(Recall that $b_{1}=1$ ). Note that $\varphi(f g)=f(\chi)\left(g(\chi)\left(b_{1}\right)\right)=f(\chi)(\varphi(g))$ for all $f, g \in \mathbb{R}[\mathbf{x}]$. Hence $\operatorname{Ker} \varphi$ is an ideal in $\mathbb{R}[\mathbf{x}]$. We collect some further properties of $\varphi$.

Lemma 2.17. $\varphi\left(b_{k}\right)=b_{k}$ for all $b_{k} \in \mathcal{B}$.
Proof. The proof is by induction on the degree of $b_{k} \in \mathcal{B}$. For $b_{1}=1$, $b_{1}(\chi)$ is the identity and thus $\varphi\left(b_{1}\right)=b_{1}$. Consider $b_{k} \in \mathcal{B}$. As $\mathcal{B}$ is connected to $1, b_{k}=\mathbf{x}_{i} b_{j}$ for some $b_{j} \in \mathcal{B}$. By the induction assumption, $\varphi\left(b_{j}\right)=b_{j}$. Then, $\varphi\left(b_{k}\right)=\chi_{i}\left(\varphi\left(b_{j}\right)\right)=\chi_{i}\left(b_{j}\right)$ is equal to $\mathbf{x}_{i} b_{j}=b_{k}$ by the definition of $\chi_{i}$.

Lemma 2.18. $(F) \subseteq \operatorname{Ker} \varphi$.
Proof. It suffices to show that $\varphi\left(g^{(i j)}\right)=0$ whenever $\mathbf{x}_{i} b_{j} \in \partial \mathcal{B}$. We have $\varphi\left(g^{(i j)}\right)=\varphi\left(\mathbf{x}_{i} b_{j}\right)-\sum_{h=1}^{N} a_{h}^{(i j)} \varphi\left(b_{h}\right)$, where $\varphi\left(\mathbf{x}_{i} b_{j}\right)=\chi_{i}\left(b_{j}\right)=$ $\sum_{h=1}^{N} a_{h}^{(i j)} b_{h}$ (by the definition of $\chi_{i}$ ) and $\varphi\left(b_{h}\right)=b_{h}$ for all $h$ (by Lemma 2.17). This implies $\varphi\left(g^{(i j)}\right)=0$.

As $(F) \subseteq \operatorname{Ker} \varphi$, we obtain $\operatorname{dim} \mathbb{R}[\mathbf{x}] /(F) \geq \operatorname{dim} \mathbb{R}[\mathbf{x}] / \operatorname{Ker} \varphi=|\mathcal{B}|$, where the last equality follows from the fact that $\varphi$ is onto (by Lemma 2.17). This gives the desired inequality $\operatorname{dim} \mathbb{R}[\mathbf{x}] /(F) \geq|\mathcal{B}|$, thus showing that $\mathcal{B}$ is a linear basis of $\mathbb{R}[\mathbf{x}] /(F)$, which concludes the proof.

## Part 1: Sums of Squares and Moments

## 3. Positive polynomials and sums of squares.

3.1. Some basic facts. A concept which will play a central role in the paper is the following notion of sum of squares. A polynomial $p$ is said to be a sum of squares of polynomials, sometimes abbreviated as ' $p$ is $S O S^{\prime}$, if $p$ can be written as $p=\sum_{j=1}^{m} u_{j}^{2}$ for some $u_{1}, \ldots, u_{m} \in \mathbb{R}[\mathbf{x}]$. Given $p \in \mathbb{R}[\mathbf{x}]$ and $S \subseteq \mathbb{R}^{n}$, the notation ' $p \geq 0$ on $S^{\prime}$ means ' $p(x) \geq 0$ for all $x \in S^{\prime}$, in which case we say that $p$ is nonnegative on $S$; analogously, $p>0$ on $S$ means that $p$ is positive on $S$. We begin with some simple properties of sums of squares.

LEMMA 3.1. If $p \in \mathbb{R}[\mathbf{x}]$ is a sum of squares, then $\operatorname{deg}(p)$ is even and any decomposition $p=\sum_{j=1}^{m} u_{j}^{2}$ where $u_{j} \in \mathbb{R}[\mathbf{x}]$ satisfies $\operatorname{deg}\left(u_{j}\right) \leq$ $\operatorname{deg}(p) / 2$ for all $j$.

Proof. Assume $p$ is SOS. Then $p(x) \geq 0$ for all $x \in \mathbb{R}^{n}$ and thus $\operatorname{deg}(p)$ must be even, say $\operatorname{deg}(p)=2 d$. Write $p=\sum_{j=1}^{m} u_{j}^{2}$ and let $k:=$ $\max _{j} \operatorname{deg}\left(u_{j}\right)$. Assume $k \geq d+1$. Write each $u_{j}=\sum_{\alpha} u_{j, \alpha} \mathbf{x}^{\alpha}$ as $u_{j}=a_{j}+$ $b_{j}$, where $b_{j}:=\sum_{\alpha| | \alpha \mid=k} u_{j, \alpha} \mathbf{x}^{\alpha}$ and $a_{j}:=u_{j}-b_{j}$. Then $p-\sum_{j} a_{j}^{2}-2 a_{j} b_{j}=$ $\sum_{j} b_{j}^{2}$. Here $\sum_{j} b_{j}^{2}$ is a homogeneous polynomial of degree $2 k \geq 2 d+2$, while $p-\sum_{j} a_{j}^{2}-2 a_{j} b_{j}$ is a polynomial of degree $\leq 2 k-1$, which yields a contradiction. This shows $\operatorname{deg}\left(u_{j}\right) \leq d$ for all $j$.

Lemma 3.2. Let $p$ be a homogeneous polynomial of degree $2 d$. If $p$ is SOS, then $p$ is a sum of squares of homogeneous polynomials (each of degree d).

Proof. Assume $p=\sum_{j=1}^{m} u_{j}^{2}$ where $u_{j} \in \mathbb{R}[\mathbf{x}]$. Write $u_{j}=a_{j}+b_{j}$ where $a_{j}$ is the sum of the terms of degree $d$ of $u_{j}$ and thus $\operatorname{deg}\left(b_{j}\right) \leq d-1$. Then, $p-\sum_{j=1}^{m} a_{j}^{2}=\sum_{j=1}^{m} b_{j}^{2}+2 a_{j} b_{j}$ is equal to 0 , since otherwise the right hand side has degree $\leq 2 d-1$ and the left hand side is homogeneous of degree $2 d$.

Lemma 3.3. Consider a polynomial $p \in \mathbb{R}[\mathbf{x}]$ and its homogenization $\tilde{p} \in \mathbb{R}\left[\mathbf{x}, \mathbf{x}_{n+1}\right]$. Then, $p \geq 0$ on $\mathbb{R}^{n}$ (resp., $\left.p S O S\right) \Longleftrightarrow \tilde{p} \geq 0$ on $\mathbb{R}^{n+1}$ (resp., $\tilde{p} S O S$ ).

Proof. The 'if part' follows from the fact that $p(x)=\tilde{p}(x, 1)$ for all $x \in$ $\mathbb{R}^{n}$. Conversely, if $p \geq 0$ on $\mathbb{R}^{n}$ then $d:=\operatorname{deg}(p)$ is even and $\tilde{p}\left(x, x_{n+1}\right)=$ $x_{n+1}^{d} \tilde{p}\left(x / x_{n+1}, 1\right)=x_{n+1}^{d} p\left(x / x_{n+1}\right) \geq 0$ whenever $x_{n+1} \neq 0$. Thus $\tilde{p} \geq 0$ by continuity. An analogous argument shows that, if $p=\sum_{j} u_{j}^{2}$ with $u_{j} \in \mathbb{R}[\mathbf{x}]$, then $\tilde{p}=\sum_{j} \tilde{u}_{j}^{2}$, where $\tilde{u}_{j}$ is the homogenization of $u_{j}$.
3.2. Sums of squares and positive polynomials: Hilbert's result. Throughout the paper,

$$
\begin{equation*}
\mathcal{P}_{n}:=\left\{p \in \mathbb{R}[\mathbf{x}] \mid p(x) \geq 0 \forall x \in \mathbb{R}^{n}\right\} \tag{3.1}
\end{equation*}
$$

denotes the set of nonnegative polynomials on $\mathbb{R}^{n}$ (also called positive semidefinite polynomials in the literature) and

$$
\begin{equation*}
\Sigma_{n}:=\{p \in \mathbb{R}[\mathbf{x}] \mid p \mathrm{SOS}\} \tag{3.2}
\end{equation*}
$$

is the set of polynomials that are sums of squares; we sometimes omit the index $n$ and simply write $\mathcal{P}=\mathcal{P}_{n}$ and $\Sigma=\Sigma_{n}$ when there is no danger of confusion on the number of variables. We also set

$$
\mathcal{P}_{n, d}:=\mathcal{P}_{n} \cap \mathbb{R}[\mathbf{x}]_{d}, \quad \Sigma_{n, d}:=\Sigma_{n} \cap \mathbb{R}[\mathbf{x}]_{d}
$$

Obviously any polynomial which is SOS is nonnegative on $\mathbb{R}^{n}$; that is,

$$
\begin{equation*}
\Sigma_{n} \subseteq \mathcal{P}_{n}, \quad \Sigma_{n, d} \subseteq \mathcal{P}_{n, d} \tag{3.3}
\end{equation*}
$$

As is well known (cf. Lemma 3.5), equality holds in (3.3) for $n=1$ (i.e. for univariate polynomials), but the inclusion $\Sigma_{n} \subseteq \mathcal{P}_{n}$ is strict for $n \geq 2$. The following celebrated result of Hilbert [64] classifies the pairs $(n, d)$ for which equality $\Sigma_{n, d}=\mathcal{P}_{n, d}$ holds.

THEOREM 3.4. Hilbert's theorem. $\Sigma_{n, d}=\mathcal{P}_{n, d} \Longleftrightarrow n=1$, or $d=2$, or $(n, d)=(2,4)$.

We give below the arguments for the equality $\Sigma_{n, d}=\mathcal{P}_{n, d}$ in the two cases $n=1$, or $d=2$, which are simple and which were already well known in the late 19th century. In his paper [64] David Hilbert proved that $\mathcal{P}_{2,4}=\Sigma_{2,4} ;$ moreover he proved that any nonnegative polynomial in $n=2$ variables with degree 4 is a sum of three squares; equivalently, any nonnegative ternary quartic form is a sum of three squares. Choi and Lam [20] gave a relatively simple proof for the equality $\mathcal{P}_{2,4}=\Sigma_{2,4}$, based on geometric arguments about the cone $\Sigma_{2,4}$; their proof shows a decomposition into five squares. Powers et al. [129] found a new approach to Hilbert's theorem and gave a proof of the three squares result in the nonsingular case.

Lemma 3.5. Any nonnegative univariate polynomial is a sum of two squares.

Proof. Assume $p$ is a univariate polynomial and $p \geq 0$ on $\mathbb{R}$. Then the roots of $p$ are either real with even multiplicity, or appear in complex conjugate pairs. Thus $p=c \prod_{i=1}^{r}\left(\mathbf{x}-a_{i}\right)^{2 r_{i}} \cdot \prod_{j=1}^{s}\left(\left(\mathbf{x}-b_{j}\right)^{2}+c_{j}^{2}\right)^{s_{j}}$ for some scalars $a_{i}, b_{j}, c_{j}, c \in \mathbb{R}, c>0$, and $r, s, r_{i}, s_{j} \in \mathbb{N}$. This shows that $p$ is SOS. To see that $p$ can be written as a sum of two squares, use the identity $\left(a^{2}+b^{2}\right)\left(c^{2}+d^{2}\right)=(a c+b d)^{2}+(a d-b c)^{2}($ for $a, b, c, d \in \mathbb{R})$.

Lemma 3.6. Any nonnegative quadratic polynomial is a sum of squares.

Proof. Let $p \in \mathbb{R}[\mathbf{x}]_{2}$ of the form $p=\mathbf{x}^{T} Q \mathbf{x}+2 c^{T} \mathbf{x}+b$, where $Q$ is a symmetric $n \times n$ matrix, $c \in \mathbb{R}^{n}$ and $b \in \mathbb{R}$. Its homogenization is $\tilde{p}=\mathbf{x}^{T} Q \mathbf{x}+2 \mathbf{x}_{n+1} c^{T} \mathbf{x}+b \mathbf{x}_{n+1}^{2}$, thus of the form $\tilde{p}=\tilde{\mathbf{x}}^{T} \tilde{Q} \tilde{\mathbf{x}}$, after setting
$\tilde{\mathbf{x}}:=\binom{\mathbf{x}}{\mathbf{x}_{n+1}}$ and $\tilde{Q}:=\left(\begin{array}{cc}Q & c \\ c^{T} & b\end{array}\right)$. By Lemma 3.3, $\tilde{p} \geq 0$ on $\mathbb{R}^{n+1}$ and thus the matrix $\tilde{Q}$ is positive semidefinite. Therefore, $\tilde{Q}=\sum_{j} u^{(j)}\left(u^{(j)}\right)^{T}$ for some $u^{(j)} \in \mathbb{R}^{n+1}$, which gives $\tilde{p}=\sum_{j}\left(\sum_{i=1}^{n+1} u_{i}^{(j)} \mathbf{x}_{i}\right)^{2}$ is SOS and thus $p$ too is SOS (by Lemma 3.3 again).

According to Hilbert's result (Theorem 3.4), for any pair $(n, d) \neq(2,4)$ with $n \geq 2, d \geq 4$ even, there exists a polynomial in $\mathcal{P}_{n, d} \backslash \Sigma_{n, d}$. Some well known such examples include the Motzkin and Robinson polynomials described below.

EXAMPLE 3.7. The polynomial $p:=\mathbf{x}_{1}^{2} \mathbf{x}_{2}^{2}\left(\mathbf{x}_{1}^{2}+\mathbf{x}_{2}^{2}-3\right)+1$, known as the Motzkin polynomial, belongs to $\mathcal{P}_{2,6} \backslash \Sigma_{2,6}$. Indeed, $p\left(x_{1}, x_{2}\right) \geq 0$ if $x_{1}^{2}+x_{2}^{2} \geq 3$. Otherwise, set $x_{3}^{2}:=3-x_{1}^{2}-x_{2}^{2}$. By the arithmetic geometric mean inequality, we have $\frac{x_{1}^{2}+x_{2}^{2}+x_{3}^{2}}{3} \geq \sqrt[3]{x_{1}^{2} x_{2}^{2} x_{3}^{2}}$, giving again $p\left(x_{1}, x_{2}\right) \geq 0$. One can verify directly that $p$ cannot be written as a sum of squares of polynomials. Indeed, assume $p=\sum_{k} u_{k}^{2}$, where $u_{k}=a_{k} \mathbf{x}_{1}^{3}+$ $b_{k} \mathbf{x}_{1}^{2} \mathbf{x}_{2}+c_{k} \mathbf{x}_{1} \mathbf{x}_{2}^{2}+d_{k} \mathbf{x}_{2}^{3}+e_{k} \mathbf{x}_{1}^{2}+f_{k} \mathbf{x}_{1} \mathbf{x}_{2}+g_{k} \mathbf{x}_{2}^{2}+h_{k} \mathbf{x}_{1}+i_{k} \mathbf{x}_{2}+j_{k}$ for some scalars $a_{k}, \ldots, j_{k} \in \mathbb{R}$. Looking at the coefficient of $\mathbf{x}_{1}^{6}$ in $p$, we find $0=\sum_{k} a_{k}^{2}$, giving $a_{k}=0$ for all $k$; analogously $d_{k}=0$ for all $k$. Next, looking at the coefficient of $\mathbf{x}_{1}^{4}$ and $\mathbf{x}_{2}^{4}$ yields $e_{k}=g_{k}=0$ for all $k$; then looking at the coefficient of $\mathbf{x}_{1}^{2}, \mathbf{x}_{2}^{2}$ yields $h_{k}=i_{k}=0$ for all $k$; finally the coefficient of $\mathbf{x}_{1}^{2} \mathbf{x}_{2}^{2}$ in $p$ is equal to $-3=\sum_{k} f_{k}^{2}$, yielding a contradiction. Note that this argument shows in fact that $p-\rho$ is not a sum of squares for any scalar $\rho \in \mathbb{R}$.

Therefore the homogeneous Motzkin form $M:=\mathrm{x}_{1}^{2} \mathrm{x}_{2}^{2}\left(\mathrm{x}_{1}^{2}+\mathrm{x}_{2}^{2}-\right.$ $\left.3 \mathbf{x}_{3}^{2}\right)+\mathbf{x}_{3}^{6}$ is nonnegative but not a sum of squares.

The polynomial $p:=\mathbf{x}_{1}^{6}+\mathbf{x}_{2}^{6}+\mathbf{x}_{3}^{6}-\sum_{1 \leq i<j \leq 3}\left(\mathbf{x}_{i}^{2} \mathbf{x}_{j}^{2}\left(\mathbf{x}_{i}^{2}+\mathbf{x}_{j}^{2}\right)\right)+3 \mathbf{x}_{1}^{2} \mathbf{x}_{2}^{2} \mathbf{x}_{3}^{2}$, known as the Robinson form, is nonnegative but not a sum of squares. See e.g. [139] for details.

We refer to Reznick [139] for a nice overview and historic discussion of Hilbert's results. More examples of positive polynomials that are not sums of squares can be found e.g. in the recent papers [19], [140] and references therein.
3.3. Recognizing sums of squares of polynomials. We now indicate how to recognize whether a polynomial can be written as a sum of squares via semidefinite programming. The next result was discovered independently by several authors; cf. e.g. [22], [131].

Lemma 3.8. Recognizing sums of squares.
Let $p \in \mathbb{R}[\mathbf{x}], p=\sum_{\alpha \in \mathbb{N}_{2 d}^{n}} p_{\alpha} \mathbf{x}^{\alpha}$, be a polynomial of degree $\leq 2 d$. The following assertions are equivalent.
(i) $p$ is a sum of squares.
(ii) The following system in the matrix variable $X=\left(X_{\alpha, \beta}\right)_{\alpha, \beta \in \mathbb{N}_{d}^{n}}$ is
feasible:

$$
\left\{\begin{array}{c}
X \succeq 0  \tag{3.4}\\
\sum_{\beta, \gamma \in \mathbb{N}_{d}^{n} \mid \beta+\gamma=\alpha} X_{\beta, \gamma}=p_{\alpha} \quad(|\alpha| \leq 2 d) .
\end{array}\right.
$$

Proof. Let $\mathbf{z}_{d}:=\left(\mathbf{x}^{\alpha}| | \alpha \mid \leq d\right)$ denote the vector containing all monomials of degree at most $d$. Then for polynomials $u_{j} \in \mathbb{R}[\mathbf{x}]_{d}$, we have $u_{j}=\operatorname{vec}\left(u_{j}\right)^{T} \mathbf{z}_{d}$ and thus $\sum_{j} u_{j}^{2}=\mathbf{z}_{d}^{T}\left(\sum_{j} \operatorname{vec}\left(u_{j}\right) \operatorname{vec}\left(u_{j}\right)^{T}\right) \mathbf{z}_{d}$. Therefore, $p$ is a sum of squares of polynomials if and only if $p=\mathbf{z}_{d}^{T} X \mathbf{z}_{d}$ for some positive semidefinite matrix $X$. Equating the coefficients of the two polynomials $p$ and $\mathbf{z}_{d}^{T} X \mathbf{z}_{d}$, we find the system (3.4).

Thus to decide whether the polynomial $p$ can be written as a sum of squares one has to verify existence of a positive semidefinite matrix $X$ satisfying the linear equations in (3.4) and any Gram decomposition of $X$ gives a sum of square decomposition for $p$. For this reason this method is often called the Gram-matrix method in the literature (e.g. [22]). The system (3.4) is a system in the matrix variable $X$, which is indexed by $\mathbb{N}_{d}^{n}$ and thus has size $\binom{n+d}{d}$, and with $\binom{n+2 d}{2 d}$ equations. Therefore, this system has polynomial size if either $n$ is fixed, or $d$ is fixed. The system (3.4) is a semidefinite program. Thus finding a sum of square decomposition of a polynomial can be done using semidefinite programming. Note also that if $p$ has a sum of squares decomposition then it has one involving at most $\left|\mathbb{N}_{d}^{n}\right|=\binom{n+d}{d}$ squares.

We now illustrate the method on a small example.
Example 3.9. Suppose we want to find a sum of squares decomposition for the polynomial $p=\mathbf{x}^{4}+2 \mathbf{x}^{3} \mathbf{y}+3 \mathbf{x}^{2} \mathbf{y}^{2}+2 \mathbf{x y}^{3}+2 \mathbf{y}^{4} \in \mathbb{R}[\mathbf{x}, \mathbf{y}]_{4}$. As $p$ is a form of degree 4, we want to find $X \succeq 0$ indexed by $\mathbf{x}^{2}, \mathbf{x y}, \mathbf{y}^{2}$ satisfying

$$
p=\left(\mathbf{x}^{2} \mathbf{x y} \mathbf{y}^{2}\right) \underbrace{\left(\begin{array}{lll}
a & b & c \\
b & d & e \\
c & e & f
\end{array}\right)}_{X}\left(\begin{array}{l}
\mathbf{x}^{2} \\
\mathbf{x y} \\
\mathbf{y}^{2}
\end{array}\right)
$$

## Equating coefficients:

$$
\begin{array}{ll}
\mathrm{x}^{4}=\mathbf{x}^{2} \cdot \mathbf{x}^{2} & 1=a \\
\mathbf{x}^{3} \mathbf{y}=\mathbf{x}^{2} \cdot \mathbf{x y} & 2=2 b \\
\mathbf{x}^{2} \mathbf{y}^{2}=\mathbf{x y} \cdot \mathbf{x y}=\mathbf{x}^{2} \cdot \mathbf{y}^{2} & 3=d+2 c \\
\mathbf{x y}^{3}=\mathbf{x y} \cdot \mathbf{y}^{2} & 2=2 e \\
\mathbf{y}^{4}=\mathbf{y}^{2} \cdot \mathbf{y}^{2} & 2=f
\end{array}
$$

we find $X=\left(\begin{array}{ccc}1 & 1 & c \\ 1 & 3-2 c & 1 \\ c & 1 & 2\end{array}\right)$. Therefore $X \succeq 0 \Longleftrightarrow-1 \leq c \leq 1$. E.g.
for $c=-1, c=0$, we find, respectively, the matrix

$$
X=\left(\begin{array}{cc}
1 & 0 \\
1 & 2 \\
-1 & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & 1 & -1 \\
0 & 2 & 1
\end{array}\right),\left(\begin{array}{ccc}
1 & 0 & 0 \\
1 & \sqrt{\frac{3}{2}} & \sqrt{\frac{1}{2}} \\
0 & \sqrt{\frac{3}{2}} & -\sqrt{\frac{1}{2}}
\end{array}\right)\left(\begin{array}{ccc}
1 & 1 & 0 \\
0 & \sqrt{\frac{3}{2}} & \sqrt{\frac{3}{2}} \\
0 & \sqrt{\frac{1}{2}} & -\sqrt{\frac{1}{2}}
\end{array}\right)
$$

giving, respectively, the decompositions $p=\left(\mathbf{x}^{2}+\mathbf{x y}-\mathbf{y}^{2}\right)^{2}+\left(\mathbf{y}^{2}+2 \mathbf{x y}\right)^{2}$ and $p=\left(\mathbf{x}^{2}+\mathbf{x y}\right)^{2}+\frac{3}{2}\left(\mathbf{x y}+\mathbf{y}^{2}\right)^{2}+\frac{1}{2}\left(\mathbf{x y}-\mathbf{y}^{2}\right)^{2}$.
3.4. SOS relaxations for polynomial optimization. Although we will come back to it in detail in Section 6, we already introduce here the SOS relaxations for the polynomial optimization problem (1.1) as this will motivate our exposition later in this section of several representation results for positive polynomials. Note first that problem (1.1) can obviously be reformulated as

$$
\begin{align*}
p^{\min } & =\sup \rho \text { s.t. } p-\rho \geq 0 \text { on } K \\
& =\sup \rho \text { s.t. } p-\rho>0 \text { on } K . \tag{3.5}
\end{align*}
$$

That is, computing $p^{\text {min }}$ amounts to finding the supremum of the scalars $\rho$ for which $p-\rho$ is nonnegative (or positive) on the set $K$. To tackle this hard problem it is a natural idea (going back to work of Shor [155, 156, 157], Nesterov [112], Lasserre [78], Parrilo [121, 122]) to replace the nonnegativity condition by some simpler condition, involving sums of squares, which can then be tackled using semidefinite programming.

For instance, in the unconstrained case when $K=\mathbb{R}^{n}$, consider the parameter

$$
\begin{equation*}
p^{\mathrm{sos}}:=\sup \rho \text { s.t. } p-\rho \text { is SOS. } \tag{3.6}
\end{equation*}
$$

As explained in the previous section, the parameter $p^{\text {sos }}$ can be computed via a semidefinite program involving a matrix of size $\left|\mathbb{N}_{d}^{n}\right|$ if $p$ has degree $2 d$. Obviously, $p^{\text {sos }} \leq p^{\text {min }}$, but as follows from Hilbert's result (Theorem 3.4 ), the inequality may be strict. For instance, when $p$ is the Motzkin polynomial considered in Example 3.7, then $p^{\mathrm{sos}}=-\infty<p^{\mathrm{min}}=0$ as $p$ vanishes at $( \pm 1, \pm 1)$.

In the constrained case, one way to relax the condition ' $p-\rho \geq 0$ on $K^{\prime}$ is by considering a sum of square decomposition of the form $p-\rho=$ $s_{0}+\sum_{j=1}^{m} s_{j} g_{j}$ where $s_{0}, s_{j}$ are SOS. This yields the parameter:

$$
\begin{equation*}
p^{\mathrm{sos}}:=\sup \rho \text { s.t. } p-\rho=s_{0}+\sum_{j=1}^{m} s_{j} g_{j} \text { with } s_{0}, s_{j} \text { SOS. } \tag{3.7}
\end{equation*}
$$

Again $p^{\text {sos }} \leq p^{\text {min }}$ and, under certain assumption on the polynomials $g_{j}$ describing the set $K$ (cf. Theorem 3.20 below), equality holds. The above
formulation does not lead yet to a semidefinite program, since it is not obvious how to bound the degrees of the polynomials $s_{0}, s_{j}$ as cancellation of terms may occur in $s_{0}+\sum_{j} s_{j} g_{j}$. To get a semidefinite program one may consider for any integer $t$ with $2 t \geq \max \left(\operatorname{deg} p, \operatorname{deg}\left(g_{1}\right), \ldots, \operatorname{deg}\left(g_{m}\right)\right)$ the parameter

$$
\begin{align*}
p_{t}^{\text {sos }}:=\sup \rho \text { s.t. } & p-\rho=s_{0}+\sum_{j=1}^{m} s_{j} g_{j} \text { with } s_{0}, s_{j} \in \Sigma,  \tag{3.8}\\
& \operatorname{deg}\left(s_{0}\right), \operatorname{deg}\left(s_{j} g_{j}\right) \leq 2 t .
\end{align*}
$$

Hence each $p_{t}^{\text {sos }}$ can be computed via a semidefinite program involving matrices of size $\left|\mathbb{N}_{t}^{n}\right|, p_{t}^{\mathrm{sos}} \leq p_{t+1}^{\mathrm{sos}} \leq p^{\mathrm{sos}} \leq p^{\mathrm{min}}$, and $\lim _{t \rightarrow \infty} p_{t}^{\mathrm{sos}}=p^{\mathrm{sos}}$.
3.5. Convex quadratic optimization. Here we consider problem (1.1) in the convex quadratic case, i.e. when $p, g_{1}, \ldots, g_{m}$ are quadratic polynomials and $p,-g_{1}, \ldots,-g_{m}$ are convex. Then the semialgebraic set $K$ defined by the $g_{j}$ 's is convex; we also assume that $K$ is compact so that $p$ attains its minimum over $K$ at some $x^{*} \in K$. Let $J\left(x^{*}\right):=\{j \in$ $\left.\{1, \ldots, m\} \mid g_{j}\left(x^{*}\right)=0\right\}$ for $x^{*} \in K$, and consider the following (MFCQ) constraint qualification:

$$
\begin{equation*}
\exists w \in \mathbb{R}^{n} \quad \text { for which } w^{T} \nabla g_{j}\left(x^{*}\right)>0 \forall j \in J\left(x^{*}\right) ; \tag{3.9}
\end{equation*}
$$

equivalently, $\sum_{j \in J\left(x^{*}\right)} \lambda_{j} \nabla g_{j}\left(x^{*}\right)=0$ with $\lambda_{j} \geq 0 \forall j$ implies $\lambda_{j}=0 \forall j$.
Lemma 3.10. [78] Consider problem (1.1) where $p,-g_{1}, \ldots,-g_{m}$ are quadratic (or linear) convex polynomials and assume that the set $K$ from (1.2) is compact. If there exists a local (thus global) minimizer $x^{*}$ satisfying (3.9), then $p_{1}^{\text {sos }}=p^{\text {min }}$.

Proof. By assumption, $p=\mathbf{x}^{T} Q \mathbf{x}+2 c^{T} \mathbf{x}, g_{j}=\mathbf{x}^{T} Q_{j} \mathbf{x}+2 c_{j}^{T} \mathbf{x}+b_{j}$, where $Q, Q_{j}$ are symmmetric $n \times n$ matrices, $Q,-Q_{1}, \ldots,-Q_{m} \succeq 0, c, c_{j} \in$ $\mathbb{R}^{n}, b_{j} \in \mathbb{R}$. The bound $p_{1}^{\text {sos }}$ is defined by

$$
\begin{aligned}
p_{1}^{\text {sos }} & =\sup _{\rho, \lambda_{j} \in \mathbb{R}} \rho \text { s.t. } p-\rho-\sum_{j=1}^{m} \lambda_{j} g_{j} \in \Sigma, \lambda_{1}, \ldots, \lambda_{m} \geq 0 \\
& =\sup _{\rho, \lambda_{j} \in \mathbb{R}} \rho \text { s.t. } p-\rho-\sum_{j=1}^{m} \lambda_{j} g_{j} \in \mathcal{P}, \lambda_{1}, \ldots, \lambda_{m} \geq 0
\end{aligned}
$$

where the last equality follows using Lemma 3.6, It suffices now to show that $p^{\min }$ is feasible for the program defining $p_{1}^{\text {sos }}$. For this let $x^{*} \in K$ be a local minimizer of $p$ over the set $K$ satisfying (3.9). Then there exist scalars $\lambda_{1}, \ldots, \lambda_{m} \geq 0$ for which the first order Karush-Kuhn-Tucker conditions hold (cf. e.g. [118, §12.5]). That is, $\lambda_{j} g_{j}\left(x^{*}\right)=0 \quad \forall j$ and $\nabla p\left(x^{*}\right)=\sum_{j} \lambda_{j} \nabla g_{j}\left(x^{*}\right)$, implying

$$
\begin{equation*}
Q x^{*}+c=\sum_{j=1}^{m} \lambda_{j}\left(Q_{j} x^{*}+c_{j}\right) \tag{3.10}
\end{equation*}
$$

We claim that

$$
\begin{equation*}
p-p^{\min }-\sum_{j=1}^{m} \lambda_{j} g_{j}=\left(\mathbf{x}-x^{*}\right)^{T}\left(Q-\sum_{j=1}^{m} \lambda_{j} Q_{j}\right)\left(\mathbf{x}-x^{*}\right) \tag{3.11}
\end{equation*}
$$

Indeed, $p-p^{\min }-\sum_{j=1}^{m} \lambda_{j} g_{j}=p-p^{\min }+\sum_{j} \lambda_{j}\left(g_{j}\left(x^{*}\right)-g_{j}\right)$ is equal to $\mathbf{x}^{T}\left(Q-\sum_{j} \lambda_{j} Q_{j}\right) \mathbf{x}+2\left(c-\sum_{j} \lambda_{j} c_{j}\right)^{T} \mathbf{x}-\left(x^{*}\right)^{T}\left(Q-\sum_{j} \lambda_{j} Q_{j}\right) x^{*}+$ $2\left(\sum_{j} \lambda_{j} c_{j}-c\right)^{T} x^{*}$ which, using (3.10), gives the desired identity (3.11). As $Q-\sum_{j} \lambda_{j} Q_{j} \succeq 0$, (3.11) implies that $p-p^{\min }-\sum_{j=1}^{m} \lambda_{j} g_{j}$ is nonnegative over $\mathbb{R}^{n}$, which concludes the proof.

We will see in Section 4.3 (cf. Corollary 4.6) a related result, showing that the moment relaxation of order 1 is exact when assuming that $p,-g_{j}$ are quadratic convex polynomials (thus with no regularity condition).

### 3.6. Some representation results for positive polynomials.

3.6.1. Positivity certificates via the Positivstellensatz. A classical result about polynomials is Hilbert's Nullstellensatz which characterizes when a system of polynomials in $\mathbb{C}[\mathbf{x}]$ has a common root in $\mathbb{C}^{n}$. The next result is sometimes called the weak Nullstellensatz, while the result of Theorem 2.1 (i) is Hilbert's strong Nullstellensatz.

Theorem 3.11. (cf. e.g. [25]) Hilbert's (weak) Nullstellensatz. Given polynomials $h_{1}, \ldots, h_{m} \in \mathbb{C}[\mathbf{x}]$, the system $h_{1}(x)=0, \ldots, h_{m}(x)=0$ does not have a common root in $\mathbb{C}^{n}$ if and only if $1 \in\left(h_{1}, \ldots, h_{m}\right)$, i.e. $1=\sum_{j=1}^{m} u_{j} h_{j}$ for some polynomials $u_{j} \in \mathbb{C}[\mathbf{x}]$.

As a trivial example, the system $h_{1}:=\mathbf{x}+1=0, h_{2}:=\mathbf{x}^{2}+1=0$ has no common root, which is certified by the identity $1=h_{1}(1-\mathbf{x}) / 2+h_{2} / 2$. The above result works only in the case of an algebraically closed field (like $\mathbb{C}$ ). For instance, $\mathrm{x}^{2}+1=0$ has no solution in $\mathbb{R}$, but 1 does not belong to the ideal generated by $x^{2}+1$. A basic property of the real field $\mathbb{R}$ is that $\sum_{i=1}^{n} a_{i}^{2}=0 \Longrightarrow a_{1}=\ldots=a_{n}=0$, i.e. -1 is not a sum of squares in $\mathbb{R}$. These properties are formalized in the theory of formally real fields (cf. [17, 133]) and one of the objectives of real algebraic geometry is to understand when systems of real polynomial equations and inequalities have solutions in $\mathbb{R}^{n}$. An answer is given in Theorem 3.12 below, known as the Positivstellensatz, often attributed to Stengle [159], although the main ideas were already known to Krivine [74]. A detailed exposition can be found e.g. in [103], [133]. We need some definitions. Given polynomials $g_{1}, \ldots, g_{m} \in \mathbb{R}[\mathbf{x}]$, set $g_{J}:=\prod_{j \in J} g_{j}$ for $J \subseteq\{1, \ldots, m\}, g_{\emptyset}:=1$. The set

$$
\begin{equation*}
T\left(g_{1}, \ldots, g_{m}\right):=\left\{\sum_{J \subseteq\{1, \ldots, m\}} u_{J} g_{J} \mid u_{J} \in \Sigma\right\} \tag{3.12}
\end{equation*}
$$

is called the preordering on $\mathbb{R}[\mathbf{x}]$ generated by $g_{1}, \ldots, g_{m}$. As in (1.2), let $K=\left\{x \in \mathbb{R}^{n} \mid g_{1}(x) \geq 0, \ldots, g_{m}(x) \geq 0\right\}$.

Theorem 3.12. Positivstellensatz. Given a polynomial $p \in \mathbb{R}[\mathbf{x}]$,
(i) $p>0$ on $K \Longleftrightarrow p f=1+g$ for some $f, g \in T\left(g_{1}, \ldots, g_{m}\right)$.
(ii) $p \geq 0$ on $K \Longleftrightarrow p f=p^{2 k}+g$ for some $f, g \in T\left(g_{1}, \ldots, g_{m}\right)$ and $k \in \mathbb{N}$.
(iii) $p=0$ on $K \Longleftrightarrow-p^{2 k} \in T\left(g_{1}, \ldots, g_{m}\right)$ for some $k \in \mathbb{N}$.
(iv) $K=\emptyset \Longleftrightarrow-1 \in T\left(g_{1}, \ldots, g_{m}\right)$.

Corollary 3.13. Real Nullstellensatz. Given $p, h_{1}, \ldots, h_{m} \in$ $\mathbb{R}[\mathbf{x}], p$ vanishes on $\left\{x \in \mathbb{R}^{n} \mid h_{j}(x)=0(j=1, \ldots, m)\right\}$ if and only if $p^{2 k}+s=\sum_{j=1}^{m} u_{j} h_{j}$ for some $u_{j} \in \mathbb{R}[\mathbf{x}], s \in \Sigma, k \in \mathbb{N}$.

Corollary 3.14. Solution to Hilbert's $\mathbf{1 7}$ th problem. Given $p \in \mathbb{R}[\mathbf{x}]$, if $p \geq 0$ on $\mathbb{R}^{n}$, then $p=\sum_{j}\left(\frac{a_{j}}{b_{j}}\right)^{2}$ for some $a_{j}, b_{j} \in \mathbb{R}[\mathbf{x}]$.

Following Parrilo [121, 122], one may interpret the above results in terms of certificates of infeasiblity of certain systems of polynomial systems of equations and inequalities. First, observe that Hilbert's Nullstellensatz can be interpreted as follows: Either a system of polynomial equations is feasible, which can be certified by giving a common solution $x$; or it is infeasible, which can be certified by giving a Nullstellensatz certificate of the form $1=\sum_{j=1}^{m} u_{j} h_{j}$. Parrilo makes the analogy with Farkas' lemma for linear programming; indeed, given $A \in \mathbb{R}^{m \times n}, b \in \mathbb{R}^{m}$, Farkas' lemma asserts that, either the linear system $A x \leq b, x \geq 0$ has a solution, or it is infeasible, which can be certified by giving a solution $y$ to the alternative system $A^{T} y \geq 0, y \geq 0, y^{T} b<0$. (Cf. e.g. [146, §7.3]). This paradigm extends to the real solutions of systems of polynomial inequalities and equations, as the following reformulation of the Positivstellensatz (cf e.g. [17]) shows.

THEOREM 3.15. Let $f_{r}(r=1, \ldots, s), g_{l}(l=1, \ldots, t), h_{j}(j=$ $1, \ldots, m)$ be polynomials in $\mathbb{R}[\mathbf{x}]$. Then one of the following holds.
(i) Either the system $f_{r}(x) \neq 0(r=1, \ldots, s), g_{l}(x) \geq 0(l=1, \ldots, t)$, $h_{j}(x)=0(j=1, \ldots, m)$ has a solution in $\mathbb{R}^{n}$.
(ii) Or $\prod_{r=1}^{s} f_{r}^{2 d_{r}}+\sum_{J \subseteq\{1, \ldots, t\}} s_{J} g_{J}+\sum_{j=1}^{m} u_{j} h_{j}=0$ for some $d_{r} \in \mathbb{N}$, $s_{J} \in \Sigma, u_{j} \in \mathbb{R}[\mathbf{x}]$.
Thus the Positivstellensatz can be seen as a generalization of Hilbert's Nullstellensatz and of Farkas' lemma (for linear programming) and one can search for bounded degree certificates that the system in Theorem 3.15 (i) has no real solution, using semidefinite programming. See [121, 122] for further discussion and references.

One may try to use the Positivstellensatz to approximate the optimization problem (1.1). Namely, in view of Theorem 3.12 (i), one can replace the condition ' $p-\rho>0$ on $K$ ' in (3.5) by the condition ' $(p-\rho) f=1+g$ for some $f, g \in T\left(g_{1}, \ldots, g_{m}\right)^{\prime}$ and this remains a formulation for $p^{\text {min }}$. However, although membership in $T\left(g_{1}, \ldots, g_{m}\right)$ with bounded degrees can be formulated via a semidefinite program, this does not lead to a semidefinite programming formulation for $p^{\text {min }}$ because of the presence of the product $\rho f$ where both $\rho$ and $f$ are variables. In the case when the semialgebraic set $K$ is compact one may instead use the following refinement of the Positivstellensatz of Schmüdgen. (See [148] for a more elementary exposition
of Schmüdgen's result and [149] for degree bounds.)
Theorem 3.16. [145] (Schmüdgen's theorem) Assume the semialgebraic set $K$ in (1.2) is compact. Given $p \in \mathbb{R}[\mathbf{x}]$, if $p>0$ on $K$, then $p \in T\left(g_{1}, \ldots, g_{m}\right)$.

If we replace the condition ' $p>0$ on $K$ ' by ' $p \geq 0$ on $K$ ', the above result of Schmüdgen does not remain true in general, although it does in the univariate case as we see in Section 3.6.3. Indeed, for most instances of $K$, there exists a polynomial $p \geq 0$ on $\mathbb{R}^{n}$ for which $p \notin T\left(g_{1}, \ldots, g_{m}\right)$. This is the case e.g. when $n \geq 3$ and $K$ has a nonempty interior or, more generally, when the dimension of $K$ (defined as the Krull dimension of $\mathbb{R}[\mathbf{x}] / \mathcal{I}(K))$ is at least 3 . This is also the case when $n=2$ and $K$ contains a 2-dimensional affine cone. (See e.g. [106, Sec.2.6,2.7] for details.)

Schmüdgen's theorem naturally leads to a hierarchy of semidefinite relaxations for $p^{\text {min }}$, as the programs

$$
\sup \rho \text { s.t. } p-\rho=\sum_{J \subseteq\{1, \ldots, m\}} u_{J} g_{J} \text { with } u_{J} \in \Sigma, \operatorname{deg}\left(u_{J} g_{J}\right) \leq t
$$

are semidefinite programs whose optimum values converge to $p^{\min }$ as $t$ goes to $\infty$. However, a drawback is that Schmüdgen's representation involves $2^{m}$ sums of squares, thus leading to possibly quite large semidefinite programs. As proposed by Lasserre [78], one may use the further refinement of Schmüdgen's Positivstellensatz proposed by Putinar [134], which holds under some condition on the compact set $K$.
3.6.2. Putinar's Positivstellensatz. Given polynomials $g_{1}, \ldots, g_{m} \in \mathbb{R}[\mathbf{x}]$, the set

$$
\begin{equation*}
\mathbf{M}\left(g_{1}, \ldots, g_{m}\right):=\left\{u_{0}+\sum_{j=1}^{m} u_{j} g_{j} \mid u_{0}, u_{j} \in \Sigma\right\} \tag{3.13}
\end{equation*}
$$

is called the quadratic module generated by $g_{1}, \ldots, g_{m}$. (We use the boldface letter $\mathbf{M}$ for a quadratic module $\mathbf{M}\left(g_{1}, \ldots, g_{m}\right)$ to avoid confusion with a moment matrix $M(y)$.) Consider the condition

$$
\begin{equation*}
\exists f \in \mathbf{M}\left(g_{1}, \ldots, g_{m}\right) \text { s.t. }\left\{x \in \mathbb{R}^{n} \mid f(x) \geq 0\right\} \text { is a compact set. } \tag{3.14}
\end{equation*}
$$

Obviously, (3.14) implies that $K$ is compact, since $K \subseteq\{x \mid f(x) \geq 0\}$ for any $f \in \mathbf{M}\left(g_{1}, \ldots, g_{m}\right)$. Note also that (3.14) is an assumption on the description of $K$, rather than on the set $K$ itself. Condition (3.14) holds, e.g., if the set $\left\{x \in \mathbb{R}^{n} \mid g_{j}(x) \geq 0\right\}$ is compact for one of the constraints defining $K$. It also holds when the description of $K$ contains a set of polynomial equations $h_{1}=0, \ldots, h_{m_{0}}=0$ with a compact set of common real roots. If an explicit ball of radius $R$ is known containing $K$, then it suffices to add the (redundant) constraint $R^{2}-\sum_{i=1}^{n} \mathbf{x}_{i}^{2} \geq 0$ in order to
obtain a description of $K$ satisfying (3.14). More detailed information can be found in $[65,133]$; e.g. it is shown there that condition (3.14) holds when $m \leq 2$.

As we now see, the condition (3.14) admits in fact several equivalent reformulations. Consider the following conditions

$$
\begin{array}{r}
\exists N \in \mathbb{N} \text { for which } N-\sum_{i=1}^{n} \mathbf{x}_{i}^{2} \in \mathbf{M}\left(g_{1}, \ldots, g_{m}\right), \\
\forall p \in \mathbb{R}[\mathbf{x}] \exists N \in \mathbb{N} \text { for which } N \pm p \in \mathbf{M}\left(g_{1}, \ldots, g_{m}\right), \\
\exists p_{1}, \ldots, p_{s} \in \mathbb{R}[\mathbf{x}] \text { s.t. } p_{I} \in \mathbf{M}\left(g_{1}, \ldots, g_{m}\right) \forall I \subseteq\{1, \ldots, s\} \\
\text { and }\left\{x \in \mathbb{R}^{n} \mid p_{1}(x) \geq 0, \ldots, p_{s}(x) \geq 0\right\} \text { is compact. } \tag{3.17}
\end{array}
$$

Here we set $p_{I}:=\prod_{i \in I} p_{i}$ for $I \subseteq\{1, \ldots, s\}$. Schmüdgen [145] proved equivalence of the above conditions (3.14)-(3.17) (see [150] for a discussion and further references).

Theorem 3.17. The conditions (3.14), (3.15), (3.16), (3.17) are all equivalent.

Proof. Obviously, $(3.16) \Longrightarrow(3.15) \Longrightarrow(3.14) \Longrightarrow(3.17)$. One can derive the implication (3.17) $\Longrightarrow(3.16)$ from Schmüdgen's theorem (Theorem 3.16). Indeed, if (3.17) holds, then $K_{0}:=\left\{x \in \mathbb{R}^{n} \mid p_{1}(x) \geq 0, \ldots, p_{s}(x) \geq\right.$ $0\}$ is compact and thus there exists $N>0$ for which $N \pm p>0$ on $K_{0}$. By Theorem 3.16, $N \pm p=\sum_{I \subseteq\{1, \ldots, s\}} s_{I} p_{I}$ for some $s_{I} \in \Sigma$ and thus $N \pm p \in \mathbf{M}\left(g_{1}, \ldots, g_{m}\right)$ since each $p_{I} \in \mathbf{M}\left(g_{1}, \ldots, g_{m}\right)$.
Finally we give an elementary proof for (3.15) $\Longrightarrow$ (3.16), following [106, $\S 5.2]$. Assume $N_{0}-\sum_{i=1}^{n} \mathbf{x}_{i}^{2} \in \mathbf{M}\left(g_{1}, \ldots, g_{m}\right)$. We show that the set

$$
P:=\left\{p \in \mathbb{R}[\mathbf{x}] \mid \exists N>0 \text { s.t. } N \pm p \in \mathbf{M}\left(g_{1}, \ldots, g_{m}\right)\right\}
$$

coincides with $\mathbb{R}[\mathbf{x}]$. Obviously, $\mathbb{R} \subseteq P$ and $P$ is closed by addition. Moreover, $P$ is closed by multiplication which follows from the identity

$$
N_{1} N_{2}+\epsilon p q=\frac{1}{2}\left(\left(N_{1}+\epsilon p\right)\left(N_{2}+q\right)+\left(N_{1}-\epsilon p\right)\left(N_{2}-q\right)\right)
$$

for $\epsilon= \pm 1$. Finally, $P$ contains each variable $\mathbf{x}_{i}$, which follows from the identity

$$
\frac{N_{0}+1}{2}+\epsilon \mathbf{x}_{i}=\frac{1}{2}\left(\left(\mathbf{x}_{i}+\epsilon\right)^{2}+N_{0}-\sum_{j=1}^{n} \mathbf{x}_{j}^{2}+\sum_{j \neq i} \mathbf{x}_{j}^{2}\right)
$$

for $\epsilon= \pm 1$. The above facts imply $P=\mathbb{R}[\mathbf{x}]$ and thus (3.16) holds.
Definition 3.18. Given $g_{1}, \ldots, g_{m} \in \mathbb{R}[\mathbf{x}]$, the quadratic module $\mathbf{M}\left(g_{1}, \ldots, g_{m}\right)$ is said to be Archimedean when the condition (3.16) holds.

Example 3.19. For the polynomials $g_{i}:=\mathbf{x}_{i}-1 / 2(i=1, \ldots, n)$ and $g_{n+1}:=1-\prod_{i=1}^{n} \mathbf{x}_{i}$, the module $\mathbf{M}\left(g_{1}, \ldots, g_{n+1}\right)$ is not Archimedean [133, Ex. 6.3.1]. To see it, consider a lexicographic monomial ordering on $\mathbb{R}[\mathbf{x}]$ and define the set $M$ of polynomials $p \in \mathbb{R}[\mathbf{x}]$ satisfying $p=0$, or $p \neq 0$ whose leading term $p_{\alpha} \mathbf{x}^{\alpha}$ satisfies either $p_{\alpha}>0$ and $\alpha \neq(1, \ldots, 1) \bmod 2$, or $p_{\alpha}<0$ and $\alpha=(1, \ldots, 1) \bmod 2$. Then $M$ is a quadratic module (cf. Definition 3.43) and $g_{1}, \ldots, g_{n+1} \in M$, implying $\mathbf{M}\left(g_{1}, \ldots, g_{n+1}\right) \subseteq$ $M$. For any $N \in \mathbb{R}$, the polynomial $N-\sum_{i=1}^{n} \mathbf{x}_{i}^{2}$ does not lie in $M$, which implies that it also does not lie in $\mathbf{M}\left(g_{1}, \ldots, g_{n+1}\right)$. This shows that $\mathbf{M}\left(g_{1}, \ldots, g_{n+1}\right)$ is not Archimedean.

Theorem 3.20. (Putinar [134]; see also Jacobi and Prestel [65]). Let $K$ be as in (1.2) and assume that the quadratic module $\mathbf{M}\left(g_{1}, \ldots, g_{m}\right)$ is Archimedean. For $p \in \mathbb{R}[\mathbf{x}]$, if $p>0$ on $K$ then $p \in \mathbf{M}\left(g_{1}, \ldots, g_{m}\right)$.

As noted by Lasserre [78], this implies directly the asymptotic convergence to $p^{\text {min }}$ of the hierarchy of bounds from (3.8). We will come back to this hierarchy in Section 6. We refer to Nie and Schweighofer [117] for degree bounds on representations in $\mathbf{M}\left(g_{1}, \ldots, g_{m}\right)$. We present a proof for Theorem 3.20 in Section 3.7, which uses the condition (3.16) as definition for $\mathbf{M}\left(g_{1}, \ldots, g_{m}\right)$ Archimedean.
3.6.3. Representation results in the univariate case. We review here some of the main representation results for positive polynomials in the univariate case. We refer to Powers and Reznick [127] for a detailed treatment as well as historic remarks. As we saw earlier any polynomial nonnegative on $\mathbb{R}$ is a sum of (two) squares. We now consider nonnegative polynomials on a closed interval $K$. Up to a change of variables, there are two cases to consider: $K=[-1,1]$ and $K=[0, \infty)$. In the case $K=[0, \infty)=\{x \in \mathbb{R} \mid x \geq 0\}$, the next classical result shows that $\mathcal{P}_{K}=T(\mathbf{x})$. Throughout the paper

$$
\mathcal{P}_{K}:=\{p \in \mathbb{R}[\mathbf{x}] \mid p(x) \geq 0 \forall x \in K\}
$$

denotes the set of polynomials nonnegative on a set $K \subseteq \mathbb{R}^{n}$; thus, for $K=\mathbb{R}^{n}, \mathcal{P}_{K}$ coincides with $\mathcal{P}_{n}$ introduced earlier in (3.1).

Theorem 3.21. (Pólya-Szegö) Let $n=1$ and $p \in \mathbb{R}[\mathbf{x}]$. If $p \geq 0$ on $K=[0, \infty)$, then $p=f+\mathbf{x} g$, where $f, g \in \Sigma$ and $\operatorname{deg}(f), \operatorname{deg}(\mathbf{x} g) \leq \operatorname{deg}(p)$. Therefore, $\mathcal{P}_{K}=T(\mathbf{x})$.

Proof. As $p \geq 0$ on $[0, \infty)$, every positive root of $p$ has an even degree and complex roots come in conjugate pairs with the same multiplicities. Thus $p$ factors as $p=s_{0} x^{d}\left(x+a_{1}\right) \cdots\left(x+a_{t}\right)$, where $a_{1}, \ldots, a_{t}>0, s_{0} \in \Sigma$ and $d \in\{0,1\}$. The result now follows as $\prod_{i=1}^{t}\left(x+a_{i}\right)=f_{0}+x g_{0}$ for some $f_{0}, g_{0} \in \Sigma$.

One can then derive results for the case $K=[-1,1]$ using the following Goursat transform. Given a polynomial $f \in \mathbb{R}[\mathbf{x}]$ with $\operatorname{deg}(f)=m$, its

Goursat transform is the polynomial $\tilde{f}$ defined by

$$
\tilde{f}(\mathbf{x}):=(1+\mathbf{x})^{m} f\left(\frac{1-\mathbf{x}}{1+\mathbf{x}}\right)
$$

One can easily verify that the Goursat transform of $\tilde{f}$ satisfies: $\tilde{\tilde{f}}(\mathbf{x})=$ $(1+\mathbf{x})^{m} \tilde{f}\left(\frac{1-\mathbf{x}}{1+\mathbf{x}}\right)=(1+\mathbf{x})^{m}\left(1+\frac{1-\mathbf{x}}{1+\mathbf{x}}\right)^{m} f(\mathbf{x})=2^{m} f(\mathbf{x})$.

Lemma 3.22. (Goursat's lemma) Let $f \in \mathbb{R}[\mathbf{x}]$ with $\operatorname{deg}(f)=m$ and $\tilde{f} \in \mathbb{R}[\mathbf{x}]$ its Goursat transform.
(i) $f \geq 0$ on $[-1,1] \Longleftrightarrow \tilde{f} \geq 0$ on $[0, \infty)$.
(ii) $f>0$ on $[-1,1] \Longleftrightarrow \tilde{f}>0$ on $[0, \infty)$ and $f(-1)>0$ (i.e., $\operatorname{deg}(\tilde{f})=$ $m$ ).
Proof. Easy verification, noting that $\operatorname{deg}(\tilde{f}) \leq m$ and the coefficient of $\mathbf{x}^{m}$ in $\tilde{f}$ is equal to $f(-1)$.

Theorem 3.23. (Fekete, Markov-Lukácz) Let $n=1, p \in \mathbb{R}[\mathbf{x}]$ and $m:=\operatorname{deg}(p)$. Assume $p \geq 0$ on $K=[-1,1]$. Then,
(i) $p=s_{0}+s_{1}\left(1-\mathbf{x}^{2}\right)$, where $s_{0}, s_{1} \in \Sigma$, and $\operatorname{deg}\left(s_{0}\right), \operatorname{deg}\left(s_{1}\left(1-\mathbf{x}^{2}\right)\right) \leq m$ (resp., $m+1$ ) if $m$ is even (resp., odd).
(ii) If $m$ is odd, then $p=s_{1}(1+\mathbf{x})+s_{2}(1-\mathbf{x})$, where $s_{1}, s_{2} \in \Sigma$ and $\operatorname{deg}\left(s_{1}(1+\mathbf{x})\right), \operatorname{deg}\left(s_{2}(1-\mathbf{x})\right) \leq m$.
In particular, $\mathcal{P}_{K}=T\left(1-\mathbf{x}^{2}\right)=T(1-\mathbf{x}, 1+\mathbf{x})$.
Proof. As $p \geq 0$ on $[-1,1]$, its Goursat transform $\tilde{p}$ satisfies $\tilde{p} \geq 0$ on $[0, \infty)$ (by Lemma 3.22). Thus, by Theorem 3.21, $\tilde{p}=\sum_{i=1,2} f_{i}^{2}+$ $\mathbf{x} \sum_{i=1,2} g_{i}^{2}$, where $f_{i}, g_{i} \in \mathbb{R}[\mathbf{x}]$ with $r_{i}:=\operatorname{deg}\left(f_{i}\right) \leq \frac{m}{2}$ and $s_{i}:=\operatorname{deg}\left(g_{i}\right) \leq$ $\frac{m-1}{2}$. Replacing $\mathbf{x}$ by $\frac{1-\mathbf{x}}{1+\mathbf{x}}$, we get:

$$
2^{m} p=\underbrace{\sum_{i=1,2}(1+\mathbf{x})^{m-2 r_{i}}\left(\tilde{f}_{i}\right)^{2}}_{=: f}+(1-\mathbf{x}) \underbrace{\sum_{i=1,2}(1+\mathbf{x})^{m-1-2 s_{i}}\left(\tilde{g}_{i}\right)^{2}}_{=: g} .
$$

If $m$ is even, the first term $f$ is a sum of squares with degree at most $m$, and the second term $g$ can be written as $g=(1+\mathbf{x}) s_{1}$ where $s_{1}$ is a sum of squares and $\operatorname{deg}\left(s_{1}\right) \leq m-2$. This shows (i) in the case $m$ even.
If $m$ is odd, then $g$ is a sum of squares and $f=(1+\mathbf{x}) s_{1}$ where $s_{1}$ is a sum of squares, and $\operatorname{deg}(g), \operatorname{deg}\left(s_{1}\right) \leq m-1$. Thus (ii) holds. Moreover, using the identities:

$$
1+\mathrm{x}=\frac{(1+\mathbf{x})^{2}}{2}+\frac{1}{2}\left(1-\mathrm{x}^{2}\right), 1-\mathrm{x}=\frac{(1-\mathrm{x})^{2}}{2}+\frac{1}{2}\left(1-\mathrm{x}^{2}\right)
$$

we get a decomposition as in (i) with summands of degree at most $m+1$. Then, $\mathcal{P}_{K}=T\left(1-\mathbf{x}^{2}\right)=T(1-\mathbf{x}, 1+\mathbf{x})$ follow directly from (i), (ii).

Consider the general case when $K$ is an arbitrary closed semialgebraic subset of $\mathbb{R}$. That is, $K$ is a finite union of intervals, of the form $K=$
$\left[a_{1}, b_{1}\right] \cup\left[a_{2}, b_{2}\right] \cup \ldots \cup\left[a_{k}, b_{k}\right]$, where $-\infty \leq a_{1}<b_{1}<a_{2}<b_{2}<\ldots<$ $a_{k}<b_{k} \leq \infty$. Then $K=\{x \in \mathbb{R} \mid g(x) \geq 0(g \in G)\}$, where $G$ consists of the polynomials $\left(\mathbf{x}-b_{i}\right)\left(\mathbf{x}-a_{i+1}\right)(i=1, \ldots, k-1)$ together with $\mathbf{x}-a_{1}$ if $a_{1}>-\infty$ and with $b_{k}-\mathbf{x}$ if $b_{k}<\infty ; G$ is called the natural description of $K$. E.g. the natural description of $[-1,1]$ is $G=\{\mathbf{x}+1,1-\mathbf{x}\}$, and the natural description of $[0, \infty)$ is $G=\{\mathbf{x}\}$.

Theorem 3.24. (cf. [106, Prop. 2.7.3]) Let $K$ be a finite closed semialgebraic set in $\mathbb{R}$ and let $G$ be its natural description. Then $\mathcal{P}_{K}=$ $T(G)$.
3.6.4. Other representation results. Several other representation results for positive polynomials exist in the literature. Let us just briefly mention a few.

Theorem 3.25. (Pólya [126]; see [128] for a proof). Let $p \in \mathbb{R}[\mathbf{x}]$ be a homogeneous polynomial. If $p>0$ on the simplex $\left\{x \in \mathbb{R}_{+}^{n} \mid \sum_{i=1}^{n} x_{i}=1\right\}$, then there exists $r \in \mathbb{N}$ for which the polynomial $\left(\sum_{i=1}^{n} \mathbf{x}_{i}\right)^{r} p$ has all its coefficients nonnegative.

Theorem 3.26. (Reznick [138]) Let $p \in \mathbb{R}[\mathbf{x}]$ be a homogeneous polynomial. If $p>0$ on $\mathbb{R}^{n} \backslash\{0\}$, then there exists $r \in \mathbb{N}$ for which the polynomial $\left(\sum_{i=1}^{n} \mathbf{x}_{i}^{2}\right)^{r} p$ is a sum of squares.

Example 3.27. Consider the $5 \times 5$ symmetric matrix whose entries are all equal to 1 except $M_{1,2}=M_{2,3}=M_{3,4}=M_{4,5}=M_{5,1}=-1$ and let $p_{M}:=\sum_{i, j=1}^{5} M_{i, j} \mathbf{x}_{i}^{2} \mathbf{x}_{j}^{2}$. Recall from Section 1.1 that $M$ is copositive precisely when $p_{M}$ is nonnegative. Parrilo [121] proved that, while $p_{M}$ is not a SOS, $\left(\sum_{i=1}^{5} \mathrm{x}_{i}^{2}\right) p_{M}$ is a SOS, which shows that $p_{M}$ is nonnegative and thus $M$ is copositive.

As an illustration let us briefly sketch how Pólya's theorem can be used to derive a hierarchy of SOS approximations for the stable set problem. See e.g. [36] for further applications, and [35] for a comparison of the hierarchies based on Putinar's and Pólya's theorems.

Example 3.28. Consider the stable set problem introduced in Section 1.1 and the formulation (1.7) for $\alpha(G)$. For $t \in \mathbb{R}$ define the polynomial $p_{G, t}:=\sum_{i, j \in V} \mathbf{x}_{i}^{2} \mathbf{x}_{j}^{2}\left(t\left(I+A_{G}\right)-J\right)_{i, j}$. For $r \in \mathbb{N}$, the parameters

$$
\begin{equation*}
\inf t \text { s.t. }\left(\sum_{i \in V} \mathbf{x}_{i}^{2}\right)^{r} p_{G, t} \text { is } S O S \tag{3.18}
\end{equation*}
$$

provide a hierarchy of upper bounds for $\alpha(G)$. Based on an analysis of Pólya's theorem, de Klerk and Pasechnik [37] proved that the bound from (3.18), after being rounded down to the nearest integer, coincides with $\alpha(G)$ when $r \geq(\alpha(G))^{2}$. Moreover they conjecture that finite convergence takes place at $r=\alpha(G)-1$. (See [51] for partial results, also for a comparison of the above parameter with the approximation of $\alpha(G)$ derived via Putinar's theorem, mentioned in Example 8.16).

One can also search for a different type of certificate for positivity of a polynomial $p$ over $K$ defined by polynomial inequalities $g_{1} \geq 0, \ldots, g_{m} \geq 0$; namely of the form

$$
\begin{equation*}
p=\sum_{\beta \in \mathbb{N}^{m}} c_{\beta} \prod_{j=1}^{m} g_{j}^{\beta_{j}} \text { with finitely many nonzero } c_{\beta} \in \mathbb{R}_{+} \tag{3.19}
\end{equation*}
$$

On the moment side this corresponds to Hausdorff-type moment conditions, and this yields hierarchies of linear programming relaxations for polynomial optimization. Sherali and Adams [154] use this type of representation for $0 / 1$ polynomial optimization problems. As an example let us mention Handelman's characterization for positivity over a polytope.

Theorem 3.29. (Handelman [54]) let $p \in \mathbb{R}[\mathbf{x}]$ and let $K=\left\{x \in \mathbb{R}^{n} \mid\right.$ $\left.g_{1}(x) \geq 0, \ldots, g_{m}(x) \geq 0\right\}$ be a polytope, i.e. the $g_{j}$ 's are linear polynomials and $K$ is bounded. If $p>0$ on $K$ then $p$ has a decomposition (3.19).

The following result holds for a general compact semialgebraic set $K$, leading to a hierarchy of LP relaxations for problem (1.1). We refer to Lasserre [81, 83] for a detailed discussion and comparison with the SDP based approach.

Theorem 3.30. [74, 75] Assume $K$ is compact and the polynomials $g_{1}, \ldots, g_{m}$ satisfy $0 \leq g_{j} \leq 1$ on $K \forall j$ and, together with the constant polynomial 1 , they generate the algebra $\mathbb{R}[\mathbf{x}]$, i.e. $\mathbb{R}[\mathbf{x}]=\mathbb{R}\left[1, g_{1}, \ldots, g_{m}\right]$. Then any $p \in \mathbb{R}[\mathbf{x}]$ positive on $K$ has a representation of the form

$$
p=\sum_{\alpha, \beta \in \mathbb{N}^{n}} c_{\alpha \beta} \prod_{j=1}^{m} g_{j}^{\alpha_{j}} \prod_{j=1}^{m}\left(1-g_{j}\right)^{\beta_{j}}
$$

for finitely many nonnegative scalars $c_{\alpha \beta}$.
3.6.5. Sums of squares and convexity. A natural question is what can be said about SOS representations of convex positive polynomials. We present here some results in this direction. We first introduce SOS polynomial matrices and SOS-convexity.

Consider a polynomial matrix $P(\mathbf{x}) \in \mathbb{R}[\mathbf{x}]^{r \times r}$, i.e. a $r \times r$ matrix whose entries are polynomials of $\mathbb{R}[\mathbf{x}]$. We say that $P(\mathbf{x})$ is positive semidefinite if $P(x) \succeq 0$ for all $x \in \mathbb{R}^{n}$. Thus, for $r=1, P(\mathbf{x})$ is a usual (scalar) polynomial and being positive semidefinite means (as usual) being nonnegative on $\mathbb{R}^{n}$. Hence, $P(\mathbf{x})$ is positive semidefinite if and only if the (scalar) polynomial $\mathbf{y}^{T} P(\mathbf{x}) \mathbf{y} \in \mathbb{R}[\mathbf{x}, \mathbf{y}]$ is nonnegative on $\mathbb{R}^{n+r}$, where $\mathbf{y}=\left(\mathbf{y}_{1}, \ldots, \mathbf{y}_{r}\right)$ are $r$ new variables. The polynomial matrix $P(\mathbf{x})$ is said to be a SOS-matrix if $P(\mathbf{x})=A(\mathbf{x})^{T} A(\mathbf{x})$ for some polynomial matrix $A(\mathbf{x})$; equivalently, if the (scalar) polynomial $\mathbf{y}^{T} P(\mathbf{x}) \mathbf{y}$ is a sum of squares in $\mathbb{R}[\mathbf{x}, \mathbf{y}]$. Obviously, if $P(\mathbf{x})$ is a SOS-matrix then $P(\mathbf{x})$ is positive semidefinite. The converse implication does not hold for $n \geq 2$, but it does hold in the univariate case.

This result appears in particular in [66]; we will present a proof at the end of this section following the treatment in [21].

Theorem 3.31. (cf. [66, 21]) Let $n=1$ and let $P(\mathbf{x})$ be a symmetric matrix polynomial. Then $P(\mathbf{x})$ is positive semidefinite if and only if $P(\mathbf{x})$ is a SOS-matrix.

The next lemma mentions some nice properties of SOS-matrices.
Lemma 3.32. [2] If $P(\mathbf{x})$ is a SOS-matrix, then its determinant is a SOS polynomial and any principal submatrix of $P(\mathbf{x})$ is a SOS matrix.

Proof. The second property is obvious. We now check that $\operatorname{det}(P(\mathbf{x}))$ is a SOS polynomial. The proof relies on the Cauchy-Binet formula, which states that, for matrices $A(r \times s)$ and $B(s \times r), \operatorname{det}(A B)=\sum_{S} \operatorname{det}\left(A_{S} B_{S}\right)$, where $S$ runs over all subsets of size $r$ of $[1, s], A_{S}$ is the column submatrix of $A$ with columns indexed by $S$, and $B$ is the row submatrix of $B$ with rows indexed by $S$. We can write $P(\mathbf{x})=A(\mathbf{x})^{T} A(\mathbf{x})$; then, by Cauchy-Binet, $\operatorname{det} P(\mathbf{x})=\sum_{S} \operatorname{det}\left(A(\mathbf{x})_{S}\right)^{2}$ is a sum of squares of polynomials. Similary the determinant of a principal submatrix of $P(\mathbf{x})$ is a sum of squares.

We now turn to examining some properties of convex polynomials in terms of SOS-matrices. Let $C$ be a convex subset of $\mathbb{R}^{n}$. A function $f: C \rightarrow \mathbb{R}$ is convex on $C$ if $f(\lambda x+(1-\lambda y)) \leq \lambda f(x)+(1-\lambda) f(y)$ for all $x, y \in C$ and $\lambda \in[0,1]$. Recall that, if $C$ is open and $f$ is twice differentiable on $C$, then $f$ is convex on $C$ if and only if its Hessian matrix

$$
\nabla^{2} f:=\left(\frac{\partial^{2} f}{\partial x_{i} \partial x_{j}}\right)_{i, j=1}^{n}
$$

is positive semidefinite on $C$, i.e. $\nabla^{2} f(x) \succeq 0$ for all $x \in C$. If $\nabla^{2} f(x) \succ 0$ for all $x \in C$, then $f$ is strictly convex on $C$. The complexity of testing whether a polynomial (in $n$ variables of degree 4) defines a convex function is not known (cf. [120]). Helton and Nie [57] propose to replace the positivity condition on the Hessian by a SOS-matrix condition, leading to SOS-convexity, a sufficient condition for convexity, which can be tested efficiently.

Definition 3.33. [57] A polynomial $f \in \mathbb{R}[\mathbf{x}]$ is said to be SOSconvex if its Hessian $\nabla^{2} f(\mathbf{x})$ is a SOS-matrix.

Obviously, for a polynomial $f \in \mathbb{R}[\mathbf{x}]$, SOS-convexity implies convexity. The converse implication holds in the univariate case ( $n=1$, by Theorem 3.31) but not in general for $n \geq 2$. Recently Ahmadi and Parrilo [2] give an example of a polynomial in $n=2$ variables with degree 8 , which is convex but not SOS-convex.

Helton and Nie [57] show the following sufficient condition for a SOSconvex polynomial to be a sum of squares.

Theorem 3.34. Let $p \in \mathbb{R}[\mathbf{x}]$. If $p$ is SOS-convex and there exists $u \in \mathbb{R}^{n}$ such that $p(u)=0$ and $\nabla p(u)=0$, then $p$ is a sum of squares of polynomials.

The proof relies on the following lemmas.
Lemma 3.35. Let $q \in \mathbb{R}[\mathbf{t}]$ be a univariate polynomial. Then,

$$
q(1)-q(0)-q^{\prime}(0)=\int_{0}^{1} \int_{0}^{t} q^{\prime \prime}(s) d s d t
$$

Proof. Direct verification.
Lemma 3.36. Let $P(\mathbf{x})$ be a $r \times r$ polynomial matrix, let $u \in \mathbb{R}^{n}$, and define the polynomial matrix

$$
\tilde{P}(\mathbf{x}):=\int_{0}^{1} \int_{0}^{t} P(u+s(\mathbf{x}-u)) d s d t
$$

If $P(\mathbf{x})$ is a SOS-matrix then $\tilde{P}(\mathbf{x})$ too is a SOS-matrix.
Proof. Let $\mathbf{y}=\left(\mathbf{y}_{1}, \ldots, \mathbf{y}_{r}\right)$ be new variables. Say $P(\mathbf{x})$ has degree $2 d$ and define $\mathbf{z}[\mathbf{x}, \mathbf{y}]:=\left(\mathbf{y}_{i} \mathbf{x}_{\substack { \alpha \\ \begin{subarray}{c}{i=1, \ldots,,^{2} \\ \alpha \in \mathbb{N} \\ d{ \alpha \\ \begin{subarray} { c } { i = 1 , \ldots , , ^ { 2 } \\ \alpha \in \mathbb { N } \\ d } }\end{subarray}}^{\substack{\text {. }}}\right.$ By assumption, the polynomial $\mathbf{y}^{T} P(\mathbf{x}) \mathbf{y}$ is a sum of squares in $\mathbb{R}[\mathbf{x}, \mathbf{y}]$. That is, $\mathbf{y}^{T} P(\mathbf{x}) \mathbf{y}=$ $\mathbf{z}[\mathbf{x}, \mathbf{y}]^{T} A^{T} A \mathbf{z}[\mathbf{x}, \mathbf{y}]$ for some matrix $A$. If we replace $\mathbf{x}$ by $u+s(\mathbf{x}-u)$ in $\mathbf{z}[\mathbf{x}, \mathbf{y}]$, we can write $\mathbf{z}[u+s(\mathbf{x}-u), \mathbf{y}]=C(s, u) \mathbf{z}[\mathbf{x}, \mathbf{y}]$ for some matrix $C(s, u)$. Thus,

$$
\begin{aligned}
\mathbf{y}^{T} \tilde{P}(\mathbf{x}) \mathbf{y} & =\int_{0}^{1} \int_{0}^{t}\left(\mathbf{y}^{T} P(u+s(\mathbf{x}-u)) \mathbf{y}\right) d s d t \\
& =\int_{0}^{1} \int_{0}^{t}\left(\mathbf{z}[\mathbf{x}, \mathbf{y}]^{T} C(s, u)^{T} A^{T} A C(s, u) \mathbf{z}[\mathbf{x}, \mathbf{y}]\right) d s d t \\
& =\mathbf{z}[\mathbf{x}, \mathbf{y}]^{T}(\underbrace{\int_{0}^{1} \int_{0}^{t} C(s, u)^{T} A^{T} A C(s, u) d s d t}_{:=M}) \mathbf{z}[\mathbf{x}, \mathbf{y}] \\
& =\mathbf{z}[\mathbf{x}, \mathbf{y}]^{T} B^{T} B \mathbf{z}[\mathbf{x}, \mathbf{y}],
\end{aligned}
$$

where we use the fact that $M=B^{T} B$ for some matrix $B$ since $M \succeq 0$. This shows that $\tilde{P}(\mathbf{x})$ is a SOS-matrix.

Lemma 3.37. Let $p \in \mathbb{R}[\mathbf{x}]$ and $u \in \mathbb{R}^{n}$. Then,

$$
p(\mathbf{x})=p(u)+\nabla p(u)^{T}(\mathbf{x}-u)+(\mathbf{x}-u)^{T}\left(\int_{0}^{1} \int_{0}^{t} \nabla^{2} p(u+s(\mathbf{x}-u)) d s d t\right)(\mathbf{x}-u)
$$

Proof. Fix $x, u \in \mathbb{R}^{n}$ and consider the univariate polynomial $q(t):=$ $p(u+t(x-u))$ in $t \in \mathbb{R}$. Then, $q^{\prime}(t)=\nabla p(u+t(x-u))^{T}(x-u)$, and $q^{\prime \prime}(t)=(x-u)^{T} \nabla^{2} p(u+t(x-u))(x-u)$, so that $q(1)=p(x), q(0)=p(u)$, $q^{\prime}(0)=\nabla p(u)^{T}(x-u)$. The result now follows using Lemma 3.35 applied to $q$.

Proof. (of Theorem 3.34) Assume $p \in \mathbb{R}[\mathbf{x}]$ is SOS-convex, $p(u)=0$, and $\nabla p(u)=0$ for some $u \in \mathbb{R}^{n}$. Lemma 3.37 gives the decomposition
$p(\mathbf{x})=(\mathbf{x}-u)^{T} \tilde{P}(\mathbf{x})(\mathbf{x}-u)$, where $P(\mathbf{x}):=\nabla^{2} p(\mathbf{x})$ and $\tilde{P}$ is defined as in Lemma 3.36. As $p$ is SOS-convex, $P(\mathbf{x})$ is a SOS-matrix and thus $\tilde{P}(\mathbf{x})$ too (by Lemma 3.36). The above decomposition of $p$ gives thus a sum of squares decomposition.

We can now state the convex Positivstellensatz of Lasserre [89], which gives a simpler sum of squares representation for nonnegative polynomials on a convex semialgebraic set - under some convexity and regularity conditions. Consider the semialgebraic set $K$ from (1.2), defined by polynomial inequalities $g_{j} \geq 0(j=1, \ldots, m)$, and the following subset of the quadratic module $\mathbf{M}\left(g_{1}, \ldots, g_{m}\right)$ :

$$
\mathbf{M}_{c}\left(g_{1}, \ldots, g_{m}\right):=\left\{s_{0}+\sum_{j=1}^{m} \lambda_{j} g_{j} \mid s_{0} \in \Sigma, \lambda_{1}, \ldots, \lambda_{m} \in \mathbb{R}_{+}\right\}
$$

So the multipliers of the $g_{j}$ 's are now restricted to be nonnegative scalars instead of being sums of squares of polynomials.

Theorem 3.38. [89] Let $p \in \mathbb{R}[\mathbf{x}]$. Assume that $p$ attains its infimum on $K$, i.e. $p\left(x^{*}\right)=\inf _{x \in K} p(x)$ for some $x^{*} \in K$. Assume moreover that $\operatorname{int}(K) \neq \emptyset$ (i.e. there exists $x \in K$ for which $\left.g_{j}(x)>0 \forall j\right)$ and that $p,-g_{1}, \ldots,-g_{m}$ are SOS-convex. Then, $p-p^{\min } \in \mathbf{M}_{c}\left(g_{1}, \ldots, g_{m}\right)$. In particular, $p \in \mathbf{M}_{c}\left(g_{1}, \ldots, g_{m}\right)$ if $p \geq 0$ on $K$.

Proof. As $\operatorname{int}(K) \neq \emptyset$ and $f,-g_{j}$ are convex, the Karush-Kuhn-Tucker optimality conditions tell us that there exists $\lambda \in \mathbb{R}_{+}^{m}$ satisfying

$$
\nabla p\left(x^{*}\right)-\sum_{j=1}^{m} \lambda_{j} \nabla g_{j}\left(x^{*}\right)=0, \lambda_{j} g_{j}\left(x^{*}\right)=0 \forall j .
$$

Consider the Lagrangian function $L_{p}(\mathbf{x}):=p(\mathbf{x})-p^{\min }-\sum_{j=1}^{m} \lambda_{j} g_{j}(\mathbf{x})$. Then, $L_{p}\left(x^{*}\right)=0, \nabla L_{p}\left(x^{*}\right)=0$, and $L_{p}$ is SOS-convex, since $\nabla^{2} L_{p}=$ $\nabla^{2} p-\sum_{j} \lambda_{j} \nabla^{2} g_{j}$ is a SOS-matrix. Applying Theorem 3.34, we deduce that $L_{p}$ is a sum of squares of polynomials. Hence the decomposition $p=p^{\text {min }}+L_{p}+\sum_{j=1}^{m} \lambda_{j} g_{j}$ shows that $p-p^{\text {min }} \in \mathbf{M}_{c}\left(g_{1}, \ldots, g_{m}\right)$ and $p=\left(p-p^{\min }\right)+p^{\min } \in \mathbf{M}_{c}\left(g_{1}, \ldots, g_{m}\right)$ if $p^{\min } \geq 0$.

Proof of Theorem 3.31. We now give a proof for Theorem 3.31, following the treatment in [21], which uses some nice tricks. Let $P(\mathbf{x}) \in$ $\mathbb{R}[\mathbf{x}]^{n \times n}:=\left(a_{i j}(\mathbf{x})\right)_{i, j=1}^{n}$ be a symmetric polynomial matrix which is positive semidefinite, i.e. $f(\mathbf{x}, \mathbf{y}):=\mathbf{y}^{T} P(\mathbf{x}) \mathbf{y}$ is nonnegative on $\mathbb{R}^{n+1}$. The proof uses induction on $n$. If $n=1$, then $f(\mathbf{x}, \mathbf{y})=y_{1}^{2} a_{11}(\mathbf{x}) \geq 0$ on $\mathbb{R}^{2}$; this implies $a_{11}(\mathbf{x}) \geq 0$ on $\mathbb{R}$ and thus $P(\mathbf{x})=a_{11}(\mathbf{x})$ is SOS. Assume now $n \geq 2$ and the theorem holds for $n-1$. Write $f(\mathbf{x}, \mathbf{y})$ as

$$
f(\mathbf{x}, \mathbf{y})=y_{1}^{2} a_{11}(\mathbf{x})+2 y_{1}\left(\sum_{i \geq 2} a_{1 i}(\mathbf{x}) y_{i}\right)+\underbrace{\sum_{i, j \geq 2} a_{i j}(\mathbf{x}) y_{i} y_{i}}_{g(\mathbf{x}, \mathbf{y})}
$$

As this expression is $\geq 0$ for all $y_{1}$, by computing the discrimant, we deduce that $\Delta:=a_{11}(\mathbf{x}) g(\mathbf{x}, \mathbf{y})-\left(\sum_{i \geq 2} a_{1 i}(\mathbf{x}) y_{i}\right)^{2} \geq 0$ on $\mathbb{R}^{n}$. The induction assumption implies that $\Delta$ is a sum of squares. Now, as

$$
a_{11}(\mathbf{x}) f(\mathbf{x}, \mathbf{y})=\left(y_{1} a_{11}(\mathbf{x})+\sum_{i \geq 2} a_{1 i}(\mathbf{x}) y_{i}\right)^{2}+\Delta
$$

we deduce that $a_{11}(\mathbf{x}) f(\mathbf{x}, \mathbf{y})$ is a sum of squares, i.e. $a_{11}(\mathbf{x}) P(\mathbf{x})$ is a SOSmatrix. Note that $a_{11}(\mathbf{x})$ is nonnegative on $\mathbb{R}$ (as it is a diagonal entry of $P(\mathbf{x})$ ). Thus the proof will be completed if we can show the following result:

Proposition 3.39. Let $\mathbb{R}[\mathbf{x}]$ be the ring of univariate polynomials, $a(\mathbf{x}) \in \mathbb{R}[\mathbf{x}]$ be a nonzero nonnegative polynomial and $P(\mathbf{x}) \in \mathbb{R}[\mathbf{x}]^{n \times n}$. If $a(\mathbf{x}) P(\mathbf{x})$ is a SOS-matrix, then $P(\mathbf{x})$ too is a SOS-matrix.

The proof of this result relies on the following lemmas.
Lemma 3.40. Let the vectors $D_{i}, E_{i} \in \mathbb{R}^{2 d}(i=1, \ldots, n)$ satisfy the condition:

$$
\begin{equation*}
D_{i}^{T} E_{j}+D_{j}^{T} E_{i}=0, D_{i}^{T} D_{j}=E_{i}^{T} E_{j} \forall i, i=1, \ldots, n \tag{3.20}
\end{equation*}
$$

There exists an orthogonal matrix $U$ of order $2 d$ such that $U D_{i}, U E_{i}$ have the following form:

$$
\begin{equation*}
U D_{i}=\left(s_{i 1}, t_{i 1}, \ldots, s_{i d}, t_{i d}\right), U E_{i}=\left(-t_{i 1}, s_{i 1}, \ldots,-t_{i d}, s_{i d}\right) \tag{3.21}
\end{equation*}
$$

for some scalars $s_{i j}, t_{i j}$.
Proof. The proof is by induction on $n \geq 1$. By (3.20), $D_{1}, E_{1}$ are orthogonal and have the same length $s$. Thus, up to an orthogonal transformation, we can assume that $D_{1}=(s, 0,0, \ldots, 0)$ and $E_{1}=(0, s, 0, \ldots, 0)$. Using again (3.20), we see that $D_{i}, E_{i}(i \geq 2)$ have the form: $D_{i}=$ $\left(s_{i}, t_{i}, \tilde{D}_{i}\right)$ and $E_{i}=\left(-t_{i}, s_{i}, \tilde{E}_{i}\right)$; thus the first two coordinates of $D_{i}, E_{i}$ have the desired shape. As $\tilde{D}_{i}, \tilde{E}_{i}(i \geq 2)$ satisfy again (3.20), we get the final result applying induction.

Lemma 3.41. If $a(\mathbf{x}) P(\mathbf{x})$ is a SOS-matrix with $a(\mathbf{x})=(\mathbf{x}-\alpha)^{2}$ $(\alpha \in \mathbb{R})$, then $P(\mathbf{x})$ is a SOS-matrix.

Proof. By assumption, $a(\mathbf{x}) \cdot \mathbf{y}^{T} P(\mathbf{x}) \mathbf{y}$ is a SOS polynomial, of the form $\sum_{k}\left(\sum_{i=1}^{n} y_{i} b_{k i}(\mathbf{x})\right)^{2}$ for some $b_{k i}(\mathbf{x}) \in \mathbb{R}[\mathbf{x}]$. This polynomial vanishes at $x=\alpha$, which implies $b_{k i}(\alpha)=0$ for all $i, k$. Thus $\mathbf{x}-\alpha$ divides each $b_{k i}(\mathbf{x})$, i.e. $b_{k i}(\mathbf{x})=(\mathbf{x}-\alpha) c_{k i}(\mathbf{x})$ for some $c_{k i}(\mathbf{x}) \in \mathbb{R}[\mathbf{x}]$. This gives the decomposition $\mathbf{y}^{T} P(\mathbf{x}) \mathbf{y}=\sum_{k}\left(\sum_{i=1}^{n} y_{i} c_{k i}(\mathbf{x})\right)^{2}$, thus showing that $P(\mathbf{x})$ is a SOS-matrix.

Lemma 3.42. If $a(\mathbf{x}) P(\mathbf{x})$ is a SOS-matrix with $a(\mathbf{x})=(\mathbf{x}+\alpha)^{2}+\beta^{2}$ $(\alpha, \beta \in \mathbb{R})$, then $P(\mathbf{x})$ is a SOS-matrix.

Proof. Up to a change of variables we can assume that $a(\mathbf{x})=\mathbf{x}^{2}+1$. By assumption, $\left(\mathbf{x}^{2}+1\right) P(\mathbf{x})=\left(A_{i}(\mathbf{x})^{T} A_{j}(\mathbf{x})\right)_{i, j=1}^{n}$ for some vectors
$A_{i}(\mathbf{x}) \in \mathbb{R}[\mathbf{x}]^{2 d}$ (for some $d$ ). Taking residues modulo the ideal $\left(\mathbf{x}^{2}+1\right)$, we can write $A_{i}(\mathbf{x})=\left(\mathbf{x}^{2}+1\right) C_{i}(\mathbf{x})+\mathbf{x} D_{i}+E_{i}$, where $C_{i}(\mathbf{x}) \in \mathbb{R}[\mathbf{x}]^{2 d}$, $D_{i}, E_{i} \in \mathbb{R}^{2 d}$. This implies

$$
\begin{aligned}
\left(\mathbf{x}^{2}+1\right) P(\mathbf{x})= & \left(\mathbf{x}^{2}+1\right)^{2} C_{i}(\mathbf{x})^{T} C_{j}(\mathbf{x}) \\
& +\left(\mathbf{x}^{2}+1\right)\left(C_{i}(\mathbf{x})^{T} E_{j}+C_{j}(\mathbf{x})^{T} E_{i}+D_{i}^{T} D_{j}\right) \\
& +\mathbf{x}\left(\mathbf{x}^{2}+1\right)\left(C_{i}(\mathbf{x})^{T} D_{j}+C_{j}(\mathbf{x})^{T} D_{i}\right) \\
& +\mathbf{x}\left(D_{i}^{T} E_{j}+D_{j}^{T} E_{i}\right) \\
& +E_{i}^{T} E_{j}-D_{i}^{T} D_{j} .
\end{aligned}
$$

Therefore, the vectors $D_{i}, E_{i}$ satisfy (3.20). Hence, by Lemma 3.40, we can assume without loss of generality that they also satisfy (3.21) (replacing accordingly $C_{i}(\mathbf{x})$ by $U C_{i}(\mathbf{x})$.) Write the components of $C_{i}(\mathbf{x})$ as $C_{i}(\mathbf{x})^{T}=$ $\left(C_{i 1}(\mathbf{x}), \ldots, C_{i, 2 d}(\mathbf{x})\right)$. Then we define the new the polynomial vectors $F_{i}(\mathbf{x})$ obtained by recombining pairs of coordinates of $C_{i}(\mathbf{x})$ in the following way:

$$
\begin{aligned}
F_{i}(\mathbf{x})^{T}:=( & C_{i 2}(\mathbf{x})+\mathbf{x} C_{i 1}(\mathbf{x}), \mathbf{x} C_{i 2}(\mathbf{x})-C_{i 1}(\mathbf{x}), \ldots \\
& \left.\ldots, C_{i, 2 d}(\mathbf{x})+\mathbf{x} C_{i, 2 d-1}(\mathbf{x}), \mathbf{x} C_{i, 2 d}(\mathbf{x})-C_{i, 2 d-1}(\mathbf{x})\right) .
\end{aligned}
$$

One can verify that $F_{i}(\mathbf{x})^{T} F_{j}(\mathbf{x})=\left(\mathbf{x}^{2}+1\right) C_{i}(\mathbf{x})^{T} C_{j}(\mathbf{x})$. Next define the polynomial vectors $B_{i}(\mathbf{x}):=F_{i}(\mathbf{x})+D_{i}$. Then, $P(\mathbf{x})=\left(B_{i}(\mathbf{x})^{T} B_{j}(\mathbf{x})\right)_{i, j=1}^{n}$, thus showing that $P(\mathbf{x})$ is a SOS-matrix. To see it, it suffices to verify that $F_{i}(\mathbf{x})^{T} D_{j}=C_{i}(\mathbf{x})^{T}\left(\mathbf{x} D_{j}+E_{j}\right)$, which can be verified using the fact that $D_{i}, E_{i}$ have the form (3.21).

We can now conclude the proof of Proposition 3.39 (and thus of Theorem 3.31). As $a(\mathbf{x}) \geq 0$ on $\mathbb{R}, a(\mathbf{x})$ is a product of powers of factors of the form $(\mathbf{x}-\alpha)^{2}$ or $(\mathbf{x}+\alpha)^{2}+\beta^{2}$. So the result follows by 'peeling off the factors' of $a(\mathbf{x})$ and using Lemmas 3.41 and 3.42.
3.7. Proof of Putinar's theorem. Schweighofer [150] gave a proof for Theorem 3.20 which is more elementary than Putinar's original proof and uses only Pólya's theorem (Theorem 3.25). Later he communicated to us the following shorter and simpler proof which combines some classical ideas from real algebraic geometry with an ingeneous argument of Marshall (in Claim 3.48).

Definition 3.43. Call a set $M \subseteq \mathbb{R}[\mathbf{x}]$ a quadratic module if it contains 1 and is closed under addition and multiplication with squares, i.e., $1 \in M, M+M \subseteq M$ and $\Sigma M \subseteq M$. Call a quadratic module $M$ proper if $-1 \notin M$ (i.e. $M \neq \mathbb{R}[\mathbf{x}]$ ).

Given $g_{1}, \ldots, g_{m} \in \mathbb{R}[\mathbf{x}]$ the set $\mathbf{M}\left(g_{1}, \ldots, g_{m}\right)$ introduced in (3.13) is obviously a quadratic module. We begin with some preliminary results about quadratic modules.

Lemma 3.44. If $M \subseteq \mathbb{R}[\mathbf{x}]$ is a quadratic module, then $\mathcal{I}:=M \cap-M$ is an ideal.

Proof. For $f \in \mathbb{R}[\mathbf{x}]$ and $g \in \mathcal{I}, f g=\left(\frac{f+1}{2}\right)^{2} g-\left(\frac{f-1}{2}\right)^{2} g \in \mathcal{I}$.
Lemma 3.45. Let $M \subseteq \mathbb{R}[\mathbf{x}]$ be a maximal proper quadratic module. Then $M \cup-M=\mathbb{R}[\mathbf{x}]$.

Proof. Assume $f \in \mathbb{R}[\mathbf{x}] \backslash(M \cup-M)$. By maximality of $M$, the quadratic modules $M+f \Sigma$ and $M-f \Sigma$ are not proper, i.e., we find $g_{1}, g_{2} \in M$ and $s_{1}, s_{2} \in \Sigma$ such that $-1=g_{1}+s_{1} f$ and $-1=g_{2}-s_{2} f$. Multiplying the first equation by $s_{2}$ and the second one by $s_{1}$, we get $s_{1}+s_{2}+s_{1} g_{2}+s_{2} g_{1}=0$. This implies $s_{1}, s_{2} \in \mathcal{I}:=M \cap-M$. Since $\mathcal{I}$ is an ideal, we get $s_{1} f \in \mathcal{I} \subseteq M$ and therefore $-1=g_{1}+s_{1} f \in M$, a contradiction.

Lemma 3.46. Let $M \subseteq \mathbb{R}[\mathbf{x}]$ be a maximal proper quadratic module which is Archimedean, set $\mathcal{I}:=M \cap-M$ and let $f \in \mathbb{R}[\mathbf{x}]$. Then there is exactly one $a \in \mathbb{R}$ such that $f-a \in \mathcal{I}$.

Proof. Consider the sets

$$
A:=\{a \in \mathbb{R} \mid f-a \in M\} \quad \text { and } \quad B:=\{b \in \mathbb{R} \mid b-f \in M\} .
$$

As $M$ is Archimedean, the sets $A$ and $B$ are not empty. We have to show that $A \cap B$ is a singleton. Since $M$ is proper, it does not contain any negative real number. Therefore $a \leq b$ for all $a \in A, b \in B$. Set $a_{0}:=\sup A$ and $b_{0}:=\inf B$. Thus $a_{0} \leq b_{0}$. Moreover, $a_{0}=b_{0}$. Indeed if $a_{0}<c<b_{0}$, then $f-c \notin M \cup-M$, which contradicts the fact that $\mathbb{R}[\mathbf{x}]=M \cup-M$ (by Lemma 3.45). It suffices now to show that $a_{0} \in A$ and $b_{0} \in B$, since this will imply that $A \cap B=\left\{a_{0}\right\}$ and thus conclude the proof. We show that $a_{0}=\sup A \in A$. For this assume that $a_{0} \notin A$, i.e., $f-a_{0} \notin M$. Then $M^{\prime}:=M+\left(f-a_{0}\right) \Sigma$ is a quadratic module that cannot be proper by the maximality of $M$; that is, $-1=g+\left(f-a_{0}\right) s$ for some $g \in M$ and $s \in \Sigma$. As $M$ is Archimedean we can choose $N \in \mathbb{N}$ such that $N-s \in M$ and $\epsilon \in \mathbb{R}$ such that $0<\epsilon<\frac{1}{N}$. As $a_{0}-\epsilon \in A$, we have $f-\left(a_{0}-\epsilon\right) \in M$. Then we have $-1+\epsilon s=g+\left(f-a_{0}+\epsilon\right) s \in M$ and $\epsilon N-\epsilon s \in M$. Adding these two equations, we get $\epsilon N-1 \in M$ which is impossible since $\epsilon N-1<0$ and $M$ is proper. One can prove that $b_{0} \in B$ in the same way.

We now prove Theorem 3.20. Assume $p \in \mathbb{R}[\mathbf{x}]$ is positive on $K$; we show that $p \in \mathbf{M}\left(g_{1}, \ldots, g_{m}\right)$. We state two intermediary results.

Claim 3.47. There exists $s \in \Sigma$ such that $s p \in 1+\mathbf{M}\left(g_{1}, \ldots, g_{m}\right)$.
Proof. We have to prove that the quadratic module $M_{0}:=$ $\mathbf{M}\left(g_{1}, \ldots, g_{m}\right)-p \Sigma$ is not proper. For this assume that $M_{0}$ is proper; we show the existence of $a \in K$ for which $p(a) \leq 0$, thus contradicting the assumption $p>0$ on $K$. By Zorn's lemma, we can extend $M_{0}$ to a maximal proper quadratic module $M \supseteq M_{0}$. As $M \supseteq \mathbf{M}\left(g_{1}, \ldots, g_{m}\right), M$ is Archimedean. Applying Lemma 3.46, there exists $a \in \mathbb{R}^{n}$ such that $\mathbf{x}_{i}-a_{i} \in \mathcal{I}:=M \cap-M$ for all $i \in\{1, \ldots, n\}$. Since $\mathcal{I}$ is an ideal (by Lemma 3.44), $f-f(a) \in \mathcal{I}$ for any $f \in \mathbb{R}[\mathbf{x}]$. In particular, for $f=g_{j}$, we
find that $g_{j}(a)=g_{j}-\left(g_{j}-g_{j}(a)\right) \in M$ since $g_{j} \in \mathbf{M}\left(g_{1}, \ldots, g_{m}\right) \subseteq M$ and $-\left(g_{j}-g_{j}(a)\right) \in M$, which implies $g_{j}(a) \geq 0$. Therefore, $a \in K$. Finally, $-p(a)=(p-p(a))-p \in M$ since $p-p(a) \in \mathcal{I} \subseteq M$ and $-p \in M_{0} \subseteq M$, which implies $-p(a) \geq 0$.

Claim 3.48. There exist $g \in \mathbf{M}\left(g_{1}, \ldots, g_{m}\right)$ and $N \in \mathbb{N}$ such that $N-g \in \Sigma$ and $g p \in 1+\mathbf{M}\left(g_{1}, \ldots, g_{m}\right)$.

Proof. (Marshall [106, 5.4.4]). Choose $s$ as in Claim 3.47, i.e. $s \in \Sigma$ and $s p-1 \in \mathbf{M}\left(g_{1}, \ldots, g_{m}\right)$. Using (3.16), there exists $k \in \mathbb{N}$ such that $2 k-s, 2 k-s^{2} p-1 \in \mathbf{M}\left(g_{1}, \ldots, g_{m}\right)$. Set $g:=s(2 k-s)$ and $N:=k^{2}$. Then $g \in \mathbf{M}\left(g_{1}, \ldots, g_{m}\right), N-g=k^{2}-2 k s+s^{2}=(k-s)^{2} \in \Sigma$. Moreover, $g p-1=s(2 k-s) p-1=2 k(s p-1)+\left(2 k-s^{2} p-1\right) \in \mathbf{M}\left(g_{1}, \ldots, g_{m}\right)$, since $s p-1,2 k-s^{2} p-1 \in \mathbf{M}\left(g_{1}, \ldots, g_{m}\right)$.

We can now conclude the proof. Choose $g, N$ as in Claim 3.48 and $k \in \mathbb{N}$ such that $k+p \in \mathbf{M}\left(g_{1}, \ldots, g_{m}\right)$. We may assume $N>0$. Note that

$$
\left(k-\frac{1}{N}\right)+p=\frac{1}{N}((N-g)(k+p)+(g p-1)+k g) \in \mathbf{M}\left(g_{1}, \ldots, g_{m}\right)
$$

Applying this iteratively we can make $k=(k N) \frac{1}{N}$ smaller and smaller until reaching 0 and thus obtain $p \in \mathbf{M}\left(g_{1}, \ldots, g_{m}\right)$. This concludes the proof of Theorem 3.20.
3.8. The cone of sums of squares is closed. As we saw earlier, for $d$ even, the inclusion $\Sigma_{n, d} \subseteq \mathcal{P}_{n, d}$ is strict except in the three special cases $(n, d)=(1, d),(n, 2),(2,4)$. One may wonder how much the two cones differ in the other cases. This question will be addressed in Section 7.1, where we will mention a result of Blekherman (Theorem 7.1) showing that, when the degree $d$ is fixed and the number $n$ of variables grows, there are much more nonnegative polynomials than sums of squares. On the other hand, one can show that any nonnegative polynomial is the limit (coordinate-wise) of a sequence of SOS polynomials (cf. Theorem 7.3); note that the degrees of the polynomials occurring in such a sequence cannot be bounded, since the cone $\Sigma_{n, d}$ is a closed set.

We now prove a more general result (Theorem 3.49), which implies directly that $\Sigma_{n, d}$ is closed (for the case $K=\mathbb{R}^{n}$ ). Given polynomials $g_{1}, \ldots, g_{m} \in \mathbb{R}[\mathbf{x}]$ and an integer $t$, set $g_{0}:=1$ and define the set

$$
\begin{equation*}
\mathbf{M}_{t}\left(g_{1}, \ldots, g_{m}\right):=\left\{\sum_{j=0}^{m} s_{j} g_{j} \mid s_{j} \in \Sigma, \operatorname{deg}\left(s_{j} g_{j}\right) \leq t(0 \leq j \leq m)\right\} \tag{3.22}
\end{equation*}
$$

which can be seen as the "truncation at degree $t$ " of the quadratic module $\mathbf{M}\left(g_{1}, \ldots, g_{m}\right)$. Let $K$ be as in (1.2). Its interior int( $K$ ) (for the Euclidean topology) consists of the points $x \in K$ for which there exists a (full dimensional) ball centered at $x$ and contained in $K$. Obviously

$$
K^{\prime}:=\left\{x \in \mathbb{R}^{n} \mid g_{j}(x)>0 \forall j=1, \ldots, m\right\} \subseteq \operatorname{int}(K)
$$

The inclusion may be strict (e.g. $0 \in \operatorname{int}(K) \backslash K^{\prime}$ for $K=\left\{x \in \mathbb{R} \mid x^{2} \geq 0\right\}$ ). However,

$$
\begin{equation*}
\operatorname{int}(K) \neq \emptyset \Longleftrightarrow K^{\prime} \neq \emptyset \tag{3.23}
\end{equation*}
$$

assuming no $g_{j}$ is the zero polynomial. Indeed if $K^{\prime}=\emptyset$ and $B$ is a ball contained in $K$, then the polynomial $\prod_{j=1}^{m} g_{j}$ vanishes on $K$ and thus on $B$, hence it must be the zero polynomial, a contradiction. The next result will also be used later in Section 6 to show the absence of a duality gap between the moment/SOS relaxations.

THEOREM 3.49. [130, 150] If $K$ has a nonempty interior then $\mathbf{M}_{t}\left(g_{1}, \ldots, g_{m}\right)$ is closed in $\mathbb{R}[\mathbf{x}]_{t}$ for any $t \in \mathbb{N}$.

Proof. Note that $\operatorname{deg}\left(s_{j} g_{j}\right) \leq t$ is equivalent to $\operatorname{deg} s_{j} \leq 2 k_{j}$, setting $k_{j}:=\left\lfloor\left(t-\operatorname{deg}\left(g_{j}\right)\right) / 2\right\rfloor$. Set $\Lambda_{j}:=\operatorname{dim} \mathbb{R}[\mathbf{x}]_{k_{j}}=\left|\mathbb{N}_{k_{j}}^{n}\right|$. Then any polynomial $f \in \mathbf{M}_{t}\left(g_{1}, \ldots, g_{m}\right)$ is of the form $f=\sum_{j=0}^{m} s_{j} g_{j}$ with $s_{j}=\sum_{l_{j}=1}^{\Lambda_{j}}\left(u_{l_{j}}^{(j)}\right)^{2}$ for some $u_{1}^{(j)}, \ldots, u_{\Lambda_{j}}^{(j)} \in \mathbb{R}[\mathbf{x}]_{k_{j}}$. In other words, $\mathbf{M}_{t}\left(g_{1}, \ldots, g_{m}\right)$ is the image of the following map

$$
\begin{aligned}
\varphi: & \mathcal{D}:=\left(\mathbb{R}[\mathbf{x}]_{k_{0}} \Lambda_{0}^{\Lambda_{0}} \times \ldots \times\left(\mathbb{R}[\mathbf{x}]_{k_{m}}\right)^{\Lambda_{m}} \rightarrow \mathbb{R}[\mathbf{x}]_{t}\right. \\
& \left.\left.u=\left(\left(u_{l_{0}}^{(0)}\right)_{l_{0}=1}^{\Lambda_{0}}\right), \ldots,\left(u_{l_{m}}^{(m)}\right)_{l_{m}=1}^{\Lambda_{m}}\right)\right) \mapsto \varphi(u)=\sum_{j=0}^{m} \sum_{l_{j}=1}^{\Lambda_{j}}\left(u_{l_{j}}^{(j)}\right)^{2} g_{j} .
\end{aligned}
$$

We may identify the domain $\mathcal{D}$ of $\varphi$ with the space $\mathbb{R}^{\Lambda}$ (of suitable dimension $\Lambda$ ); choose a norm on this space and let $S$ denote the unit sphere in $\mathcal{D}$. Then $V:=\varphi(S)$ is a compact set in the space $\mathbb{R}[\mathbf{x}]_{t}$, which is also equipped with a norm. Note that any $f \in \mathbf{M}_{t}\left(g_{1}, \ldots, g_{m}\right)$ is of the form $f=\lambda v$ for some $\lambda \in \mathbb{R}_{+}$and $v \in V$. We claim that $0 \notin V$. Indeed, by assumption, $\operatorname{int}(K) \neq \emptyset$ and thus, by (3.23), there exists a full dimensional ball $B \subseteq K$ such that each polynomial $g_{j}(j=1, \ldots, m)$ is positive on $B$. Hence, for any $u \in S$, if $\varphi(u)$ vanishes on $B$ then each polynomial arising as component of $u$ vanishes on $B$, implying $u=0$. This shows that $\varphi(u) \neq 0$ if $u \in S$, i.e. $0 \notin V$. We now show that $\mathbf{M}_{t}\left(g_{1}, \ldots, g_{m}\right)$ is closed. For this consider a sequence $f_{k} \in \mathbf{M}_{t}\left(g_{1}, \ldots, g_{m}\right)(k \geq 0)$ converging to a polynomial $f$; we show that $f \in \mathbf{M}_{t}\left(g_{1}, \ldots, g_{m}\right)$. Write $f_{k}=\lambda_{k} v_{k}$ where $v_{k} \in V$ and $\lambda_{k} \in \mathbb{R}_{+}$. As $V$ is compact there exists a subsequence of $\left(v_{k}\right)_{k \geq 0}$, again denoted as $\left(v_{k}\right)_{k \geq 0}$ for simplicity, converging say to $v \in V$. As $\overline{0} \notin V, v \neq 0$ and thus $\lambda_{k}=\frac{\left\|f_{k}\right\|}{\left\|v_{k}\right\|}$ converges to $\frac{\|f\|}{\|v\|}$ as $k \rightarrow \infty$. Therefore, $f_{k}=\lambda_{k} v_{k}$ converges to $\frac{\|f\|}{\|v\|} v$ as $k \rightarrow \infty$, which implies $f=\frac{\|f\|}{\|v\|} v \in \mathbf{M}_{t}\left(g_{1}, \ldots, g_{m}\right)$. $\square$ Corollary 3.50. The cone $\Sigma_{n, d}$ is a closed cone.
Proof. Apply Theorem 3.49 to $\mathbf{M}_{d}\left(g_{1}\right)=\Sigma_{n, d}$ for $g_{1}:=1$.
When the set $K$ has an empty interior one can prove an analogue of Theorem 3.49 after factoring out through the vanishing ideal of $K$. More precisely, let $\mathcal{I}(K)=\{f \in \mathbb{R}[\mathbf{x}] \mid f(x)=0 \forall x \in K\}$ be the vanishing ideal of $K$, and consider the mapping $p \in \mathbb{R}[\mathbf{x}] \mapsto p^{\prime}:=p+\mathcal{I}(K) \in \mathbb{R}[\mathbf{x}] / \mathcal{I}(K)$
mapping any polynomial to its coset in $\mathbb{R}[\mathbf{x}] / \mathcal{I}(K)$. Define the image under this mapping of the quadratic module $\mathbf{M}_{t}\left(g_{1}, \ldots, g_{m}\right)$ as

$$
\begin{equation*}
\mathbf{M}_{t}^{\prime}\left(g_{1}, \ldots, g_{m}\right)=\left\{p^{\prime}=p+\mathcal{I}(K) \mid p \in \mathbf{M}_{t}\left(g_{1}, \ldots, g_{m}\right)\right\} \subseteq \mathbb{R}[\mathbf{x}]_{t} / \mathcal{I}(K) \tag{3.24}
\end{equation*}
$$

When $K$ has a nonempty interior, $\mathcal{I}(K)=\{0\}$ and thus $\mathbf{M}_{t}^{\prime}\left(g_{1}, \ldots, g_{m}\right)=$ $\mathbf{M}_{t}\left(g_{1}, \ldots, g_{m}\right)$. Marshall [104] proved the following result, extending Theorem 3.49. (See [106, Lemma 4.1.4] for an analogous result where the ideal $\mathcal{I}(K)$ is replaced by its subideal $\sqrt{\mathbf{M}\left(g_{1}, \ldots, g_{m}\right) \cap-\mathbf{M}\left(g_{1}, \ldots, g_{m}\right)}$.)

ThEOREM 3.51. [104] The set $\mathbf{M}_{t}^{\prime}\left(g_{1}, \ldots, g_{m}\right)$ is closed in $\mathbb{R}[\mathbf{x}]_{t} / \mathcal{I}(K)$.

Proof. The proof is along the same lines as that of Theorem 3.49, except one must now factor out through the ideal $\mathcal{I}(K)$. Set $g_{0}:=1$, $J:=\left\{j \in\{0,1, \ldots, m\} \mid g_{j} \notin \mathcal{I}(K)\right\}, \operatorname{Ann}(g):=\{p \in \mathbb{R}[\mathbf{x}] \mid p g \in \mathcal{I}(K)\}$ for $g \in \mathbb{R}[\mathbf{x}]$. For $j=0, \ldots, m$, set $k_{j}:=\left\lfloor\left(t-\operatorname{deg}\left(g_{j}\right)\right) / 2\right\rfloor$ (as in the proof of Theorem 3.49), $\mathcal{A}_{j}:=\mathbb{R}[\mathbf{x}]_{k_{j}} \cap \operatorname{Ann}\left(g_{j}\right)$. Let $\mathcal{B}_{j} \subseteq \mathbb{R}[\mathbf{x}]_{k_{j}}$ be a set of monomials forming a basis of $\mathbb{R}[\mathbf{x}]_{k_{j}} / \mathcal{A}_{j}$; that is, any polynomial $f \in \mathbb{R}[\mathbf{x}]_{k_{j}}$ can be written in a unique way as $p=r+q$ where $r \in \operatorname{Span}_{\mathbb{R}}\left(\mathcal{B}_{j}\right)$ and $q \in \mathcal{A}_{j}$. Let $\Lambda_{j}:=\left|\mathcal{B}_{j}\right|=\operatorname{dim} \mathbb{R}[\mathbf{x}]_{k_{j}} / \mathcal{A}_{j}$. Consider the mapping

$$
\begin{aligned}
\varphi: \mathcal{D}:=\prod_{j \in J}\left(\mathbb{R}[\mathbf{x}]_{k_{j}} / \mathcal{A}_{j}\right)^{\Lambda_{j}} & \rightarrow \mathbb{R}[\mathbf{x}]_{t} / \mathcal{I}(K) \\
u=\left(\left(u_{l_{j}}^{(j)}+\mathcal{A}_{j}\right)_{l_{j}=1}^{\Lambda_{j}}\right)_{j \in J} & \mapsto \quad \varphi(u)=\sum_{j \in J} \sum_{l_{j}=1}^{\Lambda_{j}}\left(u_{l_{j}}^{(j)}\right)^{2} g_{j}+\mathcal{I}(K)
\end{aligned}
$$

Note first that $\varphi$ is well defined; indeed, $u-v \in \mathcal{A}_{j}$ implies $(u-v) g_{j} \in \mathcal{I}(K)$ and thus $u^{2} g_{j}-v^{2} g_{j}=(u+v)(u-v) g_{j} \in \mathcal{I}(K)$. Next we claim that the image of the domain $\mathcal{D}$ under $\varphi$ is precisely the set $\mathbf{M}_{t}^{\prime}\left(g_{1}, \ldots, g_{m}\right)$. That is,

$$
\begin{equation*}
\forall f \in \mathbf{M}_{t}\left(g_{1}, \ldots, g_{m}\right), \exists u \in \mathcal{D} \text { s.t. } f-\sum_{j \in J} \sum_{l_{j}=1}^{\Lambda_{j}}\left(u_{l_{j}}^{(j)}\right)^{2} g_{j} \in \mathcal{I}(K) \tag{3.25}
\end{equation*}
$$

For this write $f=\sum_{j=0}^{m} s_{j} g_{j}$ where $s_{j} \in \Sigma$ and $\operatorname{deg}\left(s_{j}\right) \leq t-\operatorname{deg}\left(g_{j}\right)$. Thus $f \equiv \sum_{j \in J} s_{j} g_{j} \bmod \mathcal{I}(K)$. Say $s_{j}=\sum_{h_{j}}\left(a_{h_{j}}^{(j)}\right)^{2}$ where $a_{h_{j}}^{(j)} \in \mathbb{R}[\mathbf{x}]_{k_{j}}$. Write $a_{h_{j}}^{(j)}=r_{h_{j}}^{(j)}+q_{h_{j}}^{(j)}$, where $r_{h_{j}}^{(j)} \in \operatorname{Span}_{\mathbb{R}}\left(\mathcal{B}_{j}\right)$ and $q_{h_{j}}^{(j)} \in \mathcal{A}_{j}$. Then, $s_{j} g_{j}=\sum_{j \in J}\left(\sum_{h_{j}}\left(r_{h_{j}}^{(j)}\right)^{2}\right) g_{j} \bmod \mathcal{I}(K)$, since $q_{h_{j}}^{(j)} g_{j} \in \mathcal{I}(K)$ as $q_{h_{j}}^{(j)} \in$ $\mathcal{A}_{j} \subseteq \operatorname{Ann}\left(g_{j}\right)$. Moreover, as each $r_{h_{j}}^{(j)}$ lies in $\operatorname{Span}_{\mathbb{R}}\left(\mathcal{B}_{j}\right)$ with $\left|\mathcal{B}_{j}\right|=\Lambda_{j}$, by the Gram-matrix method (recall Section 3.3), we deduce that $\sum_{h_{j}}\left(r_{h_{j}}^{(j)}\right)^{2}$ can be written as another sum of squares involving only $\Lambda_{j}$ squares, i.e. $\sum_{h_{j}}\left(r_{h_{j}}^{(j)}\right)^{2}=\sum_{l_{j}=1}^{\Lambda_{j}}\left(u_{l_{j}}^{(j)}\right)^{2}$ with $u_{l_{j}}^{(j)} \in \operatorname{Span}_{\mathbb{R}}\left(\mathcal{B}_{j}\right)$; this shows (3.25).

We now show that $\varphi^{-1}(0)=0$. For this assume that $\varphi(u)=0$ for some $u \in \mathcal{D}$, i.e. $f:=\sum_{j \in J} \sum_{l_{j}=1}^{\Lambda_{j}}\left(u_{l_{j}}^{(j)}\right)^{2} g_{j} \in \mathcal{I}(K)$; we show that $u_{l_{j}}^{(j)} \in \mathcal{A}_{j}$ for all $j, l_{j}$. Fix $x \in K$. Then $f(x)=0$ and, as $g_{j}(x) \geq 0 \forall j,\left(u_{l_{j}}^{(j)}(x)\right)^{2} g_{j}(x)=$ 0 , i.e. $u_{l_{j}}^{(j)}(x) g_{j}(x)=0 \forall j, l_{j}$. This shows that each polynomial $u_{l_{j}}^{(j)} g_{j}$ lies in $\mathcal{I}(K)$, that is, $u_{l_{j}}^{(j)} \in \mathcal{A}_{j}$. We can now proceed as in the proof of Theorem 3.49 to conclude that $M_{t}^{\prime}\left(g_{1}, \ldots, g_{m}\right)$ is a closed set in $\mathbb{R}[\mathbf{x}]_{t} / \mathcal{I}(K)$.

## 4. Moment sequences and moment matrices.

4.1. Some basic facts. We introduce here some basic definitions and facts about measures, moment sequences and moment matrices.
4.1.1. Measures. Let $\mathcal{X}$ be a Hausdorff locally compact topological space. Being Hausdorff means that for distinct points $x, x^{\prime} \in \mathcal{X}$ there exist disjoint open sets $U$ and $U^{\prime}$ with $x \in U$ and $x^{\prime} \in U^{\prime}$; being locally compact means that for each $x \in \mathcal{X}$ there is an open set $U$ containing $x$ whose closure $\bar{U}$ is compact. Then $\mathcal{B}(\mathcal{X})$ denotes the Borel $\sigma$-algebra, defined as the smallest collection of subsets of $\mathcal{X}$ which contains all open sets and is closed under taking set differences, and countable unions and intersections; sets in $\mathcal{B}(\mathcal{X})$ are called Borel sets. A Borel measure is any measure $\mu$ on $\mathcal{B}(\mathcal{X})$, i.e. a function from $\mathcal{B}(\mathcal{X})$ to $\mathbb{R}_{+} \cup\{\infty\}$ satisfying: $\mu(\emptyset)=0$, and $\mu\left(\cup_{i \in \mathbb{N}} A_{i}\right)=\sum_{i \in \mathbb{N}} \mu\left(A_{i}\right)$ for any pairwise disjoint $A_{i} \in \mathcal{B}(\mathcal{X})$. Thus measures are implicitly assumed to be positive. A probability measure is a measure with total mass $\mu(\mathcal{X})=1$.

Throughout we will consider Borel measures on $\mathbb{R}^{n}$. Thus when speaking of 'a measure' on $\mathbb{R}^{n}$ we mean a (positive) Borel measure on $\mathbb{R}^{n}$.

Given a measure $\mu$ on $\mathbb{R}^{n}$, its support $\operatorname{supp}(\mu)$ is the smallest closed set $S \subseteq \mathbb{R}^{n}$ for which $\mu\left(\mathbb{R}^{n} \backslash S\right)=0$. We say that $\mu$ is a measure on $K$ or a measure supported by $K \subseteq \mathbb{R}^{n}$ if $\operatorname{supp}(\mu) \subseteq K$.

Given $x \in \mathbb{R}^{n}, \delta_{x}$ denotes the Dirac measure at $x$, with support $\{x\}$ and having mass 1 at $x$ and mass 0 elsewhere.

When the support of a measure $\mu$ is finite, say, $\operatorname{supp}(\mu)=\left\{x_{1}, \ldots, x_{r}\right\}$, then $\mu$ is of the form $\mu=\sum_{i=1}^{r} \lambda_{i} \delta_{x_{i}}$ for some $\lambda_{1}, \ldots, \lambda_{r}>0$; the $x_{i}$ are called the atoms of $\mu$ and one also says that $\mu$ is a $r$-atomic measure.
4.1.2. Moment sequences. Given a measure $\mu$ on $\mathbb{R}^{n}$, the quantity $y_{\alpha}:=\int x^{\alpha} \mu(d x)$ is called its moment of order $\alpha$. Then, the sequence $\left(y_{\alpha}\right)_{\alpha \in \mathbb{N}^{n}}$ is called the sequence of moments of the measure $\mu$ and, given $t \in \mathbb{N}$, the (truncated) sequence $\left(y_{\alpha}\right)_{\alpha \in \mathbb{N}_{t}^{n}}$ is called the sequence of moments of $\mu$ up to order $t$. When $y$ is the sequence of moments of a measure we also say that $\mu$ is a representing measure for $y$. The sequence of moments of the Dirac measure $\delta_{x}$ is the vector $\zeta_{x}:=\left(x^{\alpha}\right)_{\alpha \in \mathbb{N}^{n}}$, called the Zeta vector of $x$ (see the footnote on page 131 for a motivation). Given an integer $t \geq 1$, $\zeta_{t, x}:=\left(x^{\alpha}\right)_{\alpha \in \mathbb{N}_{t}^{n}}$ denotes the truncated Zeta vector.

A basic problem in the theory of moments concerns the characterization of (infinite or truncated) moment sequences, i.e., the characterization of those sequences $y=\left(y_{\alpha}\right)_{\alpha}$ that are the sequences of moments of some measure. Given a subset $K \subseteq \mathbb{R}^{n}$, the $K$-moment problem asks for the characterization of those sequences that are sequences of moments of some measure supported by the set $K$. This problem has received considerable attention in the literature, especially in the case when $K=\mathbb{R}^{n}$ (the basic moment problem) or when $K$ is a compact semialgebraic set, and it turns out to be related to our polynomial optimization problem, as we see below in this section. For more information on the moment problem see e.g. $[11,12,28,29,30,31,42,76,77,134,145]$ and references therein.
4.1.3. Moment matrices. The following notions of moment matrix and shift operator play a central role in the moment problem. Given a sequence $y=\left(y_{\alpha}\right)_{\alpha \in \mathbb{N}^{n}} \in \mathbb{R}^{\mathbb{N}^{n}}$, its moment matrix is the (infinite) matrix $M(y)$ indexed by $\mathbb{N}^{n}$, with $(\alpha, \beta)$ th entry $y_{\alpha+\beta}$, for $\alpha, \beta \in \mathbb{N}^{n}$. Similarly, given an integer $t \geq 1$ and a (truncated) sequence $y=\left(y_{\alpha}\right)_{\alpha \in \mathbb{N}_{2 t}^{n}} \in \mathbb{R}^{\mathbb{N}_{2 t}^{n}}$, its moment matrix of order $t$ is the matrix $M_{t}(y)$ indexed by $\mathbb{N}_{t}^{n}$, with $(\alpha, \beta)$ th entry $y_{\alpha+\beta}$, for $\alpha, \beta \in \mathbb{N}_{t}^{n}$.

Given $g \in \mathbb{R}[\mathbf{x}]$ and $y \in \mathbb{R}^{\mathbb{N}^{n}}$, define the new sequence

$$
\begin{equation*}
g y:=M(y) g \in \mathbb{R}^{\mathbb{N}^{n}}, \tag{4.1}
\end{equation*}
$$

called shifted vector, with $\alpha$ th entry $(g y)_{\alpha}:=\sum_{\beta} g_{\beta} y_{\alpha+\beta}$ for $\alpha \in \mathbb{N}^{n}$. The notation $g y$ will also be used for denoting the truncated vector $\left((g y)_{\alpha}\right)_{\alpha \in \mathbb{N}_{t}^{n}}$ of $\mathbb{R}^{\mathbb{N}_{t}^{n}}$ for an integer $t \geq 1$. The moment matrices of $g y$ are also known as the localizing matrices, since they can be used to "localize" the support of a representing measure for $y$.
4.1.4. Moment matrices and (bi)linear forms on $\mathbb{R}[\mathbf{x}]$. Given $y \in \mathbb{R}^{\mathbb{N}^{n}}$, define the linear form $L_{y} \in(\mathbb{R}[\mathbf{x}])^{*}$ by

$$
\begin{equation*}
L_{y}(f):=y^{T} \operatorname{vec}(f)=\sum_{\alpha} y_{\alpha} f_{\alpha} \text { for } f=\sum_{\alpha} f_{\alpha} \mathbf{x}^{\alpha} \in \mathbb{R}[\mathbf{x}] . \tag{4.2}
\end{equation*}
$$

We will often use the following simple 'calculus' involving moment matrices.
Lemma 4.1. Let $y \in \mathbb{R}^{\mathbb{N}^{n}}, L_{y} \in(\mathbb{R}[\mathbf{x}])^{*}$ the associated linear form from (4.2), and let $f, g, h \in \mathbb{R}[\mathbf{x}]$.
(i) $L_{y}(f g)=\operatorname{vec}(f)^{T} M(y) \operatorname{vec}(g)$; in particular, $L_{y}\left(f^{2}\right)=$ $\operatorname{vec}(f)^{T} M(y) \operatorname{vec}(f), L_{y}(f)=\operatorname{vec}(1)^{T} M(y) \operatorname{vec}(f)$.
(ii) $L_{y}(f g h)=\operatorname{vec}(f)^{T} M(y) \operatorname{vec}(g h)=\operatorname{vec}(f g)^{T} M(y) \operatorname{vec}(h)=$ $\operatorname{vec}(f)^{T} M(h y) \operatorname{vec}(g)$.
Proof. (i) Setting $f=\sum_{\alpha} f_{\alpha} \mathbf{x}^{\alpha}, g=\sum_{\beta} g_{\beta} \mathbf{x}^{\beta}$, we have $f g=$ $\sum_{\gamma}\left(\sum_{\alpha, \beta \mid \alpha+\beta=\gamma} f_{\alpha} g_{\beta}\right) \mathbf{x}^{\gamma}$. Then $L_{y}(f g)=\sum_{\gamma} y_{\gamma}\left(\sum_{\alpha, \beta \mid \alpha+\beta=\gamma} f_{\alpha} g_{\beta}\right)$, while $\operatorname{vec}(f)^{T} M(y) \operatorname{vec}(g)=\sum_{\alpha} \sum_{\beta} f_{\alpha} g_{\beta} y_{\alpha+\beta}$, thus equal to $L_{y}(f g)$. The last part of (i) follows directly.
(ii) By (i) $\operatorname{vec}(f)^{T} M(y) \operatorname{vec}(g h)=\operatorname{vec}(f g)^{T} M(y) \operatorname{vec}(h)=L_{y}(f g h)$, in turn equal to $\sum_{\alpha, \beta, \gamma} f_{\alpha} g_{\beta} h_{\gamma} y_{\alpha+\beta+\gamma}$. Finally, $\operatorname{vec}(f)^{T} M(h y) \operatorname{vec}(g)=$ $\sum_{\delta}(h y)_{\delta}(f g)_{\delta}=\sum_{\delta}\left(\sum_{\gamma} h_{\gamma} y_{\gamma+\delta}\right)\left(\sum_{\alpha, \beta \mid \alpha+\beta=\delta} f_{\alpha} g_{\beta}\right)$ which, by exchanging the summations, is equal to $\sum_{\alpha, \beta, \gamma} f_{\alpha} g_{\beta} h_{\gamma} y_{\alpha+\beta+\gamma}=L_{y}(f g h)$.

Given $y \in \mathbb{R}^{\mathbb{N}^{n}}$, we can also define the bilinear form on $\mathbb{R}[\mathbf{x}]$

$$
(f, g) \in \mathbb{R}[\mathbf{x}] \times \mathbb{R}[\mathbf{x}] \mapsto L_{y}(f g)=\operatorname{vec}(f)^{T} M(y) \operatorname{vec}(g),
$$

whose associated quadratic form

$$
f \in \mathbb{R}[\mathbf{x}] \mapsto L_{y}\left(f^{2}\right)=\operatorname{vec}(f)^{T} M(y) \operatorname{vec}(f)
$$

is positive semidefinite, i.e. $L_{y}\left(f^{2}\right) \geq 0$ for all $f \in \mathbb{R}[\mathbf{x}]$, precisely when the moment matrix $M(y)$ is positive semidefinite.
4.1.5. Necessary conditions for moment sequences. The next lemma gives some easy well known necessary conditions for moment sequences.

Lemma 4.2. Let $g \in \mathbb{R}[\mathbf{x}]$ and $d_{g}=\lceil\operatorname{deg}(g) / 2\rceil$.
(i) If $y \in \mathbb{R}^{\mathbb{N}_{2 t}^{n}}$ is the sequence of moments (up to order $2 t$ ) of a measure $\mu$, then $M_{t}(y) \succeq 0$ and $\operatorname{rank} M_{t}(y) \leq|\operatorname{supp}(\mu)|$. Moreover, for $p \in$ $\mathbb{R}[\mathbf{x}]_{t}, M_{t}(y) p=0$ implies $\operatorname{supp}(\mu) \subseteq V_{\mathbb{R}}(p)=\left\{x \in \mathbb{R}^{n} \mid p(x)=0\right\}$. Therefore, $\operatorname{supp}(\mu) \subseteq V_{\mathbb{R}}\left(\operatorname{Ker} M_{t}(y)\right)$.
(ii) If $y \in \mathbb{R}^{\mathbb{N}_{2 t}^{n}}\left(t \geq d_{g}\right)$ is the sequence of moments of a measure $\mu$ supported by the set $K:=\left\{x \in \mathbb{R}^{n} \mid g(x) \geq 0\right\}$, then $M_{t-d_{g}}(g y) \succeq 0$.
(iii) If $y \in \mathbb{R}^{\mathbb{N}^{n}}$ is the sequence of moments of a measure $\mu$, then $M(y) \succeq 0$. Moreover, if $\operatorname{supp}(\mu) \subseteq\left\{x \in \mathbb{R}^{n} \mid g(x) \geq 0\right\}$, then $M(g y) \succeq 0$ and, if $\mu$ is r-atomic, then rank $M(y)=r$.
Proof. (i) For $p \in \mathbb{R}[\mathbf{x}]_{t}$, we have:

$$
\begin{gathered}
p^{T} M_{t}(y) p=\sum_{\alpha, \beta \in \mathbb{N}_{t}^{n}} p_{\alpha} p_{\beta} y_{\alpha+\beta}=\sum_{\alpha, \beta \in \mathbb{N}_{t}^{n}} p_{\alpha} p_{\beta} \int x^{\alpha+\beta} \mu(d x) \\
=\int p(x)^{2} \mu(d x) \geq 0 .
\end{gathered}
$$

This shows that $M_{t}(y) \succeq 0$. If $M_{t}(y) p=0$, then $0=p^{T} M_{t}(y) p=$ $\int p(x)^{2} \mu(d x)$. This implies that the support of $\mu$ is contained in the set $V_{\mathbb{R}}(p)$ of real zeros of $p$. [To see it, note that, as $V_{\mathbb{R}}(p)$ is a closed set, $\operatorname{supp}(\mu) \subseteq V_{\mathbb{R}}(p)$ holds if we can show that $\mu\left(\mathbb{R}^{n} \backslash V_{\mathbb{R}}(p)\right)=0$. Indeed, $\mathbb{R}^{n} \backslash V_{\mathbb{R}}(p)=\bigcup_{k \geq 0} U_{k}$, setting $U_{k}:=\left\{x \in \mathbb{R}^{n} \left\lvert\, p(x)^{2} \geq \frac{1}{k}\right.\right\}$ for positive $k \in \mathbb{N}$. As $0=\int p(x)^{2} \mu(d x)=\int_{\mathbb{R}^{n} \backslash V_{\mathbb{R}}(p)} p(x)^{2} \mu(d x) \geq \int_{U_{k}} p(x)^{2} \mu(d x) \geq$ $\frac{1}{k} \mu\left(U_{k}\right)$, this implies $\mu\left(U_{k}\right)=0$ for all $k$ and thus $\mu\left(\mathbb{R}^{n} \backslash V_{\mathbb{R}}(p)\right)=0$.] The inequality $\operatorname{rank} M_{t}(y) \leq|\operatorname{supp}(\mu)|$ is trivial if $\mu$ has an infinite support. So assume that $\mu$ is $r$-atomic, say, $\mu=\sum_{i=1}^{r} \lambda_{i} \delta_{x_{i}}$ where $\lambda_{1}, \ldots, \lambda_{r}>0$ and $x_{1}, \ldots, x_{r} \in \mathbb{R}^{n}$. Then, $M_{t}(y)=\sum_{i=1}^{r} \lambda_{i} \zeta_{t, x_{i}}\left(\zeta_{t, x_{i}}\right)^{T}$, which shows that
rank $M_{t}(y) \leq r$.
(ii) For $p \in \mathbb{R}[\mathbf{x}]_{t-d_{g}}$, we have:

$$
\begin{gathered}
p^{T} M_{t-d_{g}}(g y) p=\sum_{\alpha, \beta \in \mathbb{N}_{t-d_{g} n}} p_{\alpha} p_{\beta}(g y)_{\alpha+\beta} \\
=\sum_{\alpha, \beta \in \mathbb{N}_{t-d_{g} n}} \sum_{\gamma \in \mathbb{N}^{n}} p_{\alpha} p_{\beta} g_{\gamma} y_{\alpha+\beta+\gamma}=\int_{K} g(x) p(x)^{2} \mu(d x) \geq 0
\end{gathered}
$$

This shows that $M_{t-d_{g}}(g y) \succeq 0$.
(iii) The first two claims follow directly from (i), (ii). Assume now $\mu=$ $\sum_{i=1}^{r} \lambda_{i} \delta_{x_{i}}$ where $\lambda_{i}>0$ and $x_{1}, \ldots, x_{r}$ are distinct points of $\mathbb{R}^{n}$. One can easily verify that the vectors $\zeta_{x_{i}}(i=1, \ldots, r)$ are linearly independent (using, e.g., the existence of interpolation polynomials at $x_{1}, \ldots, x_{r}$; see Lemma 2.3). Then, as $M(y)=\sum_{i=1}^{r} \lambda_{i} \zeta_{x_{i}} \zeta_{x_{i}}^{T}, \operatorname{rank} M(y)=r$.

Note that the inclusion $\operatorname{supp}(\mu) \subseteq V_{\mathbb{R}}\left(\operatorname{Ker} M_{t}(y)\right)$ from Lemma 4.2 (i) may be strict in general; see Fialkow [41] for such an example. On the other hand, we will show in Theorem 5.29 that when $M_{t}(y) \succeq 0$ with $\operatorname{rank} M_{t}(y)=\operatorname{rank} M_{t-1}(y)$, then equality $\operatorname{supp}(\mu)=V_{\mathbb{R}}\left(\operatorname{Ker} M_{t}(y)\right)$ holds. The next result follows directly from Lemma $4.2 ; d_{K}$ was defined in (1.10).

Corollary 4.3. If $y \in \mathbb{R}^{\mathbb{N}_{2 t}^{n}}$ is the sequence of moments (up to order $2 t$ ) of a measure supported by the set $K$ then, for any $t \geq d_{K}$,

$$
\begin{equation*}
M_{t}(y) \succeq 0, \quad M_{t-d_{g_{j}}}\left(g_{j} y\right) \succeq 0(j=1, \ldots, m) \tag{4.3}
\end{equation*}
$$

We will discuss in Section 5 several results of Curto and Fialkow showing that, under certain restrictions on the rank of the matrix $M_{t}(y)$, the condition (4.3) is sufficient for ensuring that $y$ is the sequence of moments of a measure supported by $K$. Next we indicate how the above results lead to the moment relaxations for the polynomial optimization problem.
4.2. Moment relaxations for polynomial optimization. Lasserre [78] proposed the following strategy to approximate the problem (1.1). First observe that

$$
p^{\min }:=\inf _{x \in K} p(x)=\inf _{\mu} \int_{K} p(x) \mu(d x)
$$

where the second infimum is taken over all probability measures $\mu$ on $\mathbb{R}^{n}$ supported by the set $K$. Indeed, for any $x_{0} \in K, p\left(x_{0}\right)=\int p(x) \mu(d x)$ for the Dirac measure $\mu:=\delta_{x_{0}}$, showing $p^{\min } \geq \inf _{\mu} \int p(x) \mu(d x)$. Conversely, as $p(x) \geq p^{\min }$ for all $x \in K, \int_{K} p(x) \mu(d x) \geq \int_{K} p^{\min } \mu(d x)=p^{\text {min }}$, since $\mu$ is a probability measure. Next note that $\int p(x) \mu(d x)=\sum_{\alpha} p_{\alpha} \int x^{\alpha} \mu(d x)=$ $p^{T} y$, where $y=\left(\int x^{\alpha} \mu(d x)\right)_{\alpha}$ denotes the sequence of moments of $\mu$. Therefore, $p^{\text {min }}$ can be reformulated as

$$
\begin{equation*}
p^{\min }=\inf p^{T} y \text { s.t. } y_{0}=1, y \text { has a representing measure on } K . \tag{4.4}
\end{equation*}
$$

Following Lemma 4.2 one may instead require in (4.4) the weaker conditions $M(y) \succeq 0$ and $M\left(g_{j} y\right) \succeq 0 \forall j$, which leads to the following lower bound for $p^{\text {min }}$

$$
\begin{align*}
p^{\text {mom }} & :=\inf _{y \in \mathbb{R}^{\mathbb{N}}} p^{T} y \text { s.t. } y_{0}=1, M(y) \succeq 0, M\left(g_{j} y\right) \succeq 0(1 \leq j \leq m) \\
& =\inf _{L \in(\mathbb{R}[\mathbf{x}])^{*}} L(p) \text { s.t. } L(1)=1, L(f) \geq 0 \forall f \in \mathbf{M}\left(g_{1}, \ldots, g_{m}\right) . \tag{4.5}
\end{align*}
$$

Here $\mathbf{M}\left(g_{1}, \ldots, g_{m}\right)$ is the quadratic module generated by the $g_{j}$ 's, introduced in in (3.13). The equivalence between the two formulations in (4.5) follows directly using the correspondence (4.2) between $\mathbb{R}^{\mathbb{N}^{n}}$ and linear functionals on $\mathbb{R}[\mathbf{x}]$, and Lemma 4.1 which implies

$$
\begin{equation*}
M(y) \succeq 0, M\left(g_{j} y\right) \succeq 0 \forall j \leq m \Longleftrightarrow L_{y}(f) \geq 0 \forall f \in \mathbf{M}\left(g_{1}, \ldots, g_{m}\right) \tag{4.6}
\end{equation*}
$$

It is not clear how to compute the bound $p^{\text {mom }}$ since the program (4.5) involves infinite matrices. To obtain a semidefinite program we consider instead truncated moment matrices in (4.5), which leads to the following hierarchy of lower bounds for $p^{\min }$

$$
\begin{array}{ll}
p_{t}^{\operatorname{mom}}=\inf _{L \in\left(\mathbb{R}[\mathbf{x}]_{2 t}\right)^{*}} L(p) \text { s.t. } & L(1)=1, \\
& L(f) \geq 0 \forall f \in \mathbf{M}_{2 t}\left(g_{1}, \ldots, g_{m}\right) \\
=\inf _{y \in \mathbb{R}^{\mathbb{N}}{ }_{2 t}^{n}} p^{T} y \text { s.t. } & y_{0}=1, M_{t}(y) \succeq 0,  \tag{4.7}\\
& M_{t-d_{g_{j}}}\left(g_{j} y\right) \succeq 0(j=1, \ldots, m)
\end{array}
$$

for $t \geq \max \left(d_{p}, d_{K}\right)$. Here $\mathbf{M}_{2 t}\left(g_{1}, \ldots, g_{m}\right)$ is the truncated quadratic module, introduced in (3.22). The equivalence between the two formulations in (4.7) follows from the truncated analogue of (4.6):

$$
M_{t}(y) \succeq 0, M_{t-d_{j}}\left(g_{j} y\right) \succeq 0 \forall j \leq m \Longleftrightarrow L_{y}(f) \geq 0 \forall f \in \mathbf{M}_{2 t}\left(g_{1}, \ldots, g_{m}\right)
$$

Thus $p_{t}^{\text {mom }}$ can be computed via a semidefinite program involving matrices of size $\left|\mathbb{N}_{t}^{n}\right|$. Obviously, $p_{t}^{\text {mom }} \leq p_{t+1}^{\text {mom }} \leq p^{\text {mom }} \leq p^{\text {min }}$. Moreover,

$$
\begin{equation*}
p_{t}^{\mathrm{sos}} \leq p_{t}^{\mathrm{mom}} \tag{4.8}
\end{equation*}
$$

indeed if $p-\rho \in \mathbf{M}_{2 t}\left(g_{1}, \ldots, g_{m}\right)$ and $L$ is feasible for (4.7) then $L(p)-\rho=$ $L(p-\rho) \geq 0$. Therefore, $p^{\text {sos }} \leq p^{\text {mom }}$.

Lemma 4.4. If the set $K$ has a nonempty interior, then the program (4.7) is strictly feasible.

Proof. Let $\mu$ be a measure with $\operatorname{supp}(\mu)=B$ where $B$ is a ball contained in $K$. (For instance, define $\mu$ by $\mu(A):=\lambda(A \cap B)$ for any Borel set $A$, where $\lambda(\cdot)$ is the Lebesgue measure on $\mathbb{R}^{n}$.) Let $y$ be the
sequence of moments of $\mu$. Then, $M\left(g_{j} y\right) \succ 0$ for all $j=0, \ldots, m$, setting $g_{0}:=1$. Positive semidefiniteness is obvious. If $p \in \operatorname{Ker} M\left(g_{j} y\right)$ then $\int_{B} p(x)^{2} g_{j}(x) \mu(d x)=0$, which implies $B=\operatorname{supp}(\mu) \subseteq V_{\mathbb{R}}\left(g_{j} p\right)$ and thus $p=0$.

In the next section we consider the quadratic case, when all $p, g_{1}, \ldots, g_{m}$ are quadratic polynomials and we show that in the convex case the moment relaxation of order 1 is exact. Then in later sections we discuss in more detail the duality relationship between sums of squares of polynomials and moment sequences. We will come back to both SOS/moment hierarchies and their application to the optimization problem (1.1) in Section 6.
4.3. Convex quadratic optimization (revisited). We consider here problem (1.1) in the case when the polynomials $p, g_{j}$ are quadratic, of the form $p=\mathbf{x}^{T} A \mathbf{x}+2 a^{T} \mathbf{x}+\alpha, g_{j}=\mathbf{x}^{T} A_{j} \mathbf{x}+2 a_{j}^{T} \mathbf{x}+\alpha_{j}$, where $A, A_{j}$ are given symmetric $n \times n$ matrices, $a, a_{j} \in \mathbb{R}^{n}$, and $\alpha, \alpha_{j} \in \mathbb{R}$.

Define the $(n+1) \times(n+1)$ matrices $P:=\left(\begin{array}{cc}1 & a^{T} \\ a & A\end{array}\right), P_{j}:=\left(\begin{array}{cc}1 & a_{j}^{T} \\ a_{j} & A_{j}\end{array}\right)$, so that $p(x)=\left\langle P,\left(\begin{array}{cc}1 & x^{T} \\ x & x x^{T}\end{array}\right)\right\rangle$ and $g_{j}(x)=\left\langle P_{j},\left(\begin{array}{cc}1 & x^{T} \\ x & x x^{T}\end{array}\right)\right\rangle$. The moment matrix $M_{1}(y)$ is of the form $\left(\begin{array}{cc}1 & x^{T} \\ x & X\end{array}\right)$ for some $x \in \mathbb{R}^{n}$ and some symmetric $n \times n$ matrix $X$, and the localizing constraint $M_{0}\left(g_{j} y\right)$ reads $\left\langle P_{j},\left(\begin{array}{cc}1 & x^{T} \\ x & X\end{array}\right)\right\rangle$. Therefore, the moment relaxation of order 1 can be reformulated as

$$
\begin{align*}
p_{1}^{\mathrm{mom}}=\inf _{x, X}\left\langle P,\left(\begin{array}{cc}
1 & x^{T} \\
x & X
\end{array}\right)\right\rangle & \text { s.t. }\left(\begin{array}{cc}
1 & x^{T} \\
x & X
\end{array}\right) \succeq 0 \\
& \left\langle P_{j},\left(\begin{array}{cc}
1 & x^{T} \\
x & X
\end{array}\right)\right\rangle \geq 0(j=1, \ldots, m) \tag{4.9}
\end{align*}
$$

Let $K_{1}$ denote the set of all $x \in \mathbb{R}^{n}$ for which there exists a symmetric $n \times n$ matrix $X$ satisfying the constraints in (4.9). Define also the set

$$
K_{2}:=\left\{x \in \mathbb{R}^{n} \mid \sum_{j=1}^{m} t_{j} g_{j}(x) \geq 0 \text { for all } t_{j} \geq 0 \text { for which } \sum_{j=1}^{m} t_{j} A_{j} \preceq 0\right\} .
$$

Obviously, $K \subseteq K_{1}$. The next result of Fujie and Kojima [43] shows equality $K_{1}=K_{2}$.

Proposition 4.5. [43] $K_{1}=K_{2}$. In particular, if $g_{1}, \ldots, g_{m}$ are concave quadratic polynomials, then $K=K_{1}=K_{2}$.

Proof. First we check the inclusion $K_{1} \subseteq K_{2}$. Let $x \in K_{1}$ and $X$ so that the constraints in (4.9) hold. Then, $X-x x^{T} \succeq 0$. Assume $\sum_{j} t_{j} A_{j} \preceq 0$
with all $t_{j} \geq 0$. Then $\left\langle\sum_{j} t_{j} A_{j}, X-x x^{T}\right\rangle \leq 0$ and thus

$$
\begin{aligned}
0 \leq \sum_{j} t_{j}\left\langle P_{j},\left(\begin{array}{cc}
1 & x^{T} \\
x & X
\end{array}\right)\right\rangle & =\sum_{j} t_{j}\left(\left\langle A_{j}, X\right\rangle+2 a_{j}^{T} x+\alpha_{j}\right) \\
& \leq \sum_{j} t_{j}\left(\left\langle A_{j}, x x^{T}\right\rangle+2 a_{j}^{T} x+\alpha_{j}\right) \\
& =\sum_{j} t_{j} g_{j}(x)
\end{aligned}
$$

We now show $K_{1}=K_{2}$. Suppose for contradiction that there exists $x \in$ $K_{2} \backslash K_{1}$. Then $\mathcal{A} \cap \mathcal{B}=\emptyset$, after setting

$$
\begin{aligned}
& \mathcal{A}:=\left\{X \mid\left\langle A_{j}, X\right\rangle+2 a_{j}^{T} x+\alpha_{j} \geq 0 \forall j=1, \ldots, m\right\} \\
& \mathcal{B}:=\left\{X \mid X-x x^{T} \succeq 0\right\}, \mathcal{B}_{0}:=\left\{X \mid X-x x^{T} \succ 0\right\} .
\end{aligned}
$$

The set $\mathcal{A}$ is an affine subspace and $\mathcal{B}$ is a convex subset of the space of symmetric $n \times n$ matrices. Therefore there exists a hyperplane $\langle U, X\rangle+\gamma=$ 0 such that (i) $\langle U, X\rangle+\gamma \geq 0$ for all $X \in \mathcal{A}$, (ii) $\langle U, X\rangle+\gamma \leq 0$ for all $X \in \mathcal{B}$, and (iii) $\langle U, X\rangle+\gamma<0$ for all $X \in \mathcal{B}_{0}$. (Here we use the separation theorem; cf. e.g. Barvinok [7, §II].) Using Farkas' lemma, (i) implies that $U=\sum_{j} t_{j} A_{j}$ for some scalars $t_{j} \geq 0$ satisfying $\gamma \geq \sum_{j}\left(2 a_{j}^{T} x+\alpha_{j}\right)$. Using (ii) we deduce that $U \preceq 0$. As $x \in K_{2}$, this implies $\sum_{j} t_{j} g_{j}(x) \geq 0$. On the other hand, pick $X \in \mathcal{B}_{0}$, so that $\langle U, X\rangle+\gamma<0$ by (iii), and $\left\langle U, X-x x^{T}\right\rangle \leq 0$ as $U \preceq 0$ and $X-x x^{T} \succeq 0$. Then,
$\sum_{j} t_{j} g_{j}(x)=\left\langle U, x x^{T}-X\right\rangle+\langle U, X\rangle+\sum_{j} t_{j}\left(2 a_{j}^{T} x+\alpha_{j}\right) \leq\langle U, X\rangle+\gamma<0$,
yielding a contradiction. When all $g_{j}$ are concave, i.e. $A_{j} \preceq 0$ for all $j$, then $K_{2}=K$ clearly holds.

COROLLARY 4.6. Consider problem (1.1) where all polynomials $p,-g_{1}, \ldots,-g_{m}$ are quadratic and convex. Then, $p^{\text {min }}=p_{1}^{\text {mom }}$.

Proof. Pick $(x, X)$ feasible for (4.9). Thus $x \in K_{2}=K$ by Proposition 4.5. Therefore,

$$
p^{\min } \leq p(x)=\left\langle P,\left(\begin{array}{cc}
1 & x^{T} \\
x & X
\end{array}\right)\right\rangle+\left\langle A, x x^{T}-X\right\rangle \leq\left\langle P,\left(\begin{array}{cc}
1 & x^{T} \\
x & X
\end{array}\right)\right\rangle
$$

which implies $p^{\text {min }} \leq p_{1}^{\text {mom }}$ and thus equality holds.
In the case $m=1$ of just one quadratic constraint, the corollary remains valid without the convexity assumption, which follows from the well known $S$-lemma. (For a detailed treatment see e.g. [10, §4.3.5])

THEOREM 4.7. (The $S$-lemma) Let $p, g_{1}$ be two quadratic polynomials and assume that there exists $x_{0} \in \mathbb{R}^{n}$ with $g_{1}\left(x_{0}\right)>0$. The following assertions are equivalent:
(i) $g_{1}(x) \geq 0 \Longrightarrow p(x) \geq 0$ (that is, $p_{\text {min }} \geq 0$ ).
(ii) There exists $\lambda \geq 0$ satisfying $f(x) \geq \lambda g_{1}(x)$ for all $x \in \mathbb{R}^{n}$.
(iii) There exists $\lambda \geq 0$ satisfying $P \succeq \lambda P_{1}$ (where $P, P_{1}$ are the matrices as defined at the beginning of the section).
Proposition 4.8. Consider problem (1.1) where $m=1$ and $p, g_{1}$ are quadratic polynomials and assume that there exists $x_{0} \in \mathbb{R}^{n}$ with $g_{1}\left(x_{0}\right)>$ 0 . Then, $p_{\min }=p_{1}^{\text {mom }}$.

Proof. Consider the semidefinite program (4.9) defining $p_{1}^{\text {mom }}$ (with $m=1$ ) which reads:

$$
p_{1}^{\text {mom }}=\min \langle P, Y\rangle \text { s.t. }\left\langle P_{1}, Y\right\rangle \geq 0,\left\langle E_{00}, Y\right\rangle=1, Y \succeq 0,
$$

where $E_{00}$ is the matrix with all zero entries except 1 at its north-west corner. The dual semidefinite program reads:

$$
\mu^{*}:=\sup \mu \text { s.t. } P-\lambda P_{1}-\mu E_{00} \succeq 0, \lambda \geq 0 .
$$

By weak duality, $p_{1}^{\text {mom }} \geq \mu^{*}$. (In fact strong duality holds by the assumption on $g_{1}$.) We now verify that $\mu^{*} \geq p_{\text {min }}$. Indeed, by definition of $p_{\min }, g(x) \geq 0$ implies $p(x) \geq p_{\text {min }}$. Applying the $S$-lemma we deduce that there exists $\lambda \geq 0$ for which $\lambda g(x) \leq p(x)-p_{\text {min }}$ for all $x$ or, equivalently, $P-p_{\min } E_{00}-\lambda P_{1} \succeq 0$. The latter shows that $\left(\lambda, \mu:=p_{\text {min }}\right)$ is dual feasible and thus $p_{\min } \leq \mu^{*}$. Therefore, equality holds throughout: $p_{\text {min }}=p_{1}^{\text {mom }}=\mu^{*}$.
4.4. The moment problem. The moment problem asks for the characterization of the sequences $y \in \mathbb{R}^{\mathbb{N}^{n}}$ having a representing measure; the analogous problem can be posed for truncated sequences $y \in \mathbb{R}^{\mathbb{N}_{t}^{n}}(t \geq 1$ integer). This problem is intimately linked to the characterization of the duals of the cone $\mathcal{P}$ of nonnegative polynomials (from (3.1)) and of the cone $\Sigma$ of sums of squares (from (3.2)).
4.4.1. Duality between sums of squares and moment sequences. For an $\mathbb{R}$-vector space $A, A^{*}$ denotes its dual vector space consisting of all linear maps $L: A \rightarrow \mathbb{R}$. Any $a \in A$ induces an element $\Lambda_{a} \in\left(A^{*}\right)^{*}$ by setting $\Lambda_{a}(L):=L(a)$ for $L \in A^{*}$; hence there is a natural homomorphism from $A$ to $\left(A^{*}\right)^{*}$, which is an isomorphism when $A$ is finite dimensional. Given a cone $B \subseteq A$, its dual cone is $B^{*}:=\left\{L \in A^{*} \mid L(b) \geq 0 \forall b \in B\right\}$. There is again a natural homomorphism from $B$ to $\left(B^{*}\right)^{*}$, which is an isomorphism when $A$ is finite dimensional and $B$ is a closed convex cone. Here we consider $A=\mathbb{R}[\mathbf{x}]$ and the convex cones $\mathcal{P}, \Sigma \subseteq \mathbb{R}[\mathbf{x}]$, with dual cones

$$
\begin{aligned}
& \mathcal{P}^{*}=\left\{L \in(\mathbb{R}[\mathbf{x}])^{*} \mid L(p) \geq 0 \forall p \in \mathcal{P}\right\}, \\
& \Sigma^{*}=\left\{L \in(\mathbb{R}[\mathbf{x}])^{*} \mid L\left(p^{2}\right) \geq 0 \forall p \in \mathbb{R}[\mathbf{x}]\right\} .
\end{aligned}
$$

As mentioned earlier, we may identify a polynomial $p=\sum_{\alpha} p_{\alpha} \mathbf{x}^{\alpha}$ with its sequence of coefficients $\operatorname{vec}(p)=\left(p_{\alpha}\right)_{\alpha} \in \mathbb{R}^{\infty}$, the set of sequences in
$\mathbb{R}^{\mathbb{N}^{n}}$ with finitely many nonzero components; analogously we may identify a linear form $L \in(\mathbb{R}[\mathbf{x}])^{*}$ with the sequence $y:=\left(L\left(\mathbf{x}^{\alpha}\right)\right)_{\alpha} \in \mathbb{R}^{\mathbb{N}^{n}}$, so that $L=L_{y}$ (recall (4.2)), i.e. $L(p)=\sum_{\alpha} p_{\alpha} y_{\alpha}=y^{T} \operatorname{vec}(p)$. In other words, we identify $\mathbb{R}[\mathbf{x}]$ with $\mathbb{R}^{\infty}$ via $p \mapsto \operatorname{vec}(p)$ and $\mathbb{R}^{\mathbb{N}^{n}}$ with $(\mathbb{R}[\mathbf{x}])^{*}$ via $y \mapsto L_{y}$.

We now describe the duals of the cones $\mathcal{P}, \Sigma \subseteq \mathbb{R}[\mathbf{x}]$. For this consider the following cones in $\mathbb{R}^{\mathbb{N}^{n}}$

$$
\begin{array}{r}
\mathcal{M}:=\left\{y \in \mathbb{R}^{\mathbb{N}^{n}} \mid y \text { has a representing measure }\right\} \\
\mathcal{M}_{\succeq}:=\left\{y \in \mathbb{R}^{\mathbb{N}^{n}} \mid M(y) \succeq 0\right\} . \tag{4.11}
\end{array}
$$

Proposition 4.9. The cones $\mathcal{M}$ and $\mathcal{P}$ (resp., $\mathcal{M}_{\succeq}$ and $\Sigma$ ) are duals of each other. That is, $\mathcal{P}=\mathcal{M}^{*}, \mathcal{M}_{\succeq}=\Sigma^{*}, \mathcal{M}=\mathcal{P}^{*}, \Sigma=\left(\mathcal{M}_{\succeq}\right)^{*}$.

Proof. The first two equalities are easy. Indeed, if $p \in \mathcal{P}$ and $y \in \mathcal{M}$ has a representing measure $\mu$, then $y^{T} \operatorname{vec}(p)=\sum_{\alpha} p_{\alpha} y_{\alpha}=$ $\sum_{\alpha} p_{\alpha} \int_{K} x^{\alpha} \mu(d x)=\int p(x) \mu(d x) \geq 0$, which shows the inclusions $\mathcal{P} \subseteq \mathcal{M}^{*}$ and $\mathcal{M} \subseteq \mathcal{P}^{*}$. The inclusion $\mathcal{M}^{*} \subseteq \mathcal{P}$ follows from the fact that, if $p \in \mathcal{M}^{*}$ then, for any $x \in \mathbb{R}^{n}, p(x)=\operatorname{vec}(p)^{T} \zeta_{x} \geq 0\left(\right.$ since $\zeta_{x}=\left(x^{\alpha}\right)_{\alpha} \in \mathcal{M}$ as it admits the Dirac measure $\delta_{x}$ as representing measure) and thus $p \in \mathcal{P}$. Given $y \in \mathbb{R}^{\mathbb{N}^{n}}, M(y) \succeq 0$ if and only if $\operatorname{vec}(p)^{T} M(y) \operatorname{vec}(p)=y^{T} \operatorname{vec}\left(p^{2}\right) \geq 0$ for all $p \in \mathbb{R}[\mathbf{x}]$ (use Lemma 4.1), i.e. $y^{T} \operatorname{vec}(f) \geq 0$ for all $f \in \Sigma$; this shows $\mathcal{M}_{\succeq}=\Sigma^{*}$ and thus the inclusion $\Sigma \subseteq\left(\mathcal{M}_{\succeq}\right)^{*}$. The remaining two inclusions $\mathcal{P}^{*} \subseteq \mathcal{M}$ and $\left(\mathcal{M}_{\succeq}\right)^{*} \subseteq \Sigma$ are proved, respectively, by Haviland [56] and by Berg, Christensen and Jensen [12]. (Cf. Section 4.6 below for a proof of Haviland's result.)

Obviously, $\mathcal{M} \subseteq \mathcal{M}_{\succeq}$ (by Lemma 4.2) and $\Sigma \subseteq \mathcal{P}$. As we saw earlier, the inclusion $\Sigma \subseteq \mathcal{P}$ holds with equality when $n=1$ and it is strict for $n \geq 2$. Therefore, $\mathcal{M}=\mathcal{M}_{\succeq}$ when $n=1$; this result is due to Hamburger and is recorded below for further reference.

THEOREM 4.10. (Hamburger) Let $n=1$. Then $\mathcal{M}=\mathcal{M}_{\succeq}$. That is, for $L \in \mathbb{R}[\mathbf{x}]^{*}, L(p) \geq 0$ for all $p \in \Sigma$ if and only if there exists a measure $\mu$ on $\mathbb{R}$ such that $L(\bar{p})=\int_{\mathbb{R}} p(x) \mu(d x)$ for all $p \in \mathbb{R}[\mathbf{x}]$.

Proof. By Lemma $3.5, \mathcal{P}=\Sigma$ when $n=1$, which implies $\mathcal{P}^{*}=\Sigma^{*}$ and thus $\mathcal{M}=\mathcal{M}_{\succeq}$, using Proposition 4.9.

The inclusion $\mathcal{M} \subseteq \mathcal{M}_{\succeq}$ is strict when $n \geq 2$. There are however some classes of sequences $y$ for which the reverse implication

$$
\begin{equation*}
y \in \mathcal{M}_{\succeq} \Longrightarrow y \in \mathcal{M} \tag{4.12}
\end{equation*}
$$

holds. Curto and Fialkow [28] show that this is the case when the matrix $M(y)$ has finite rank.

THEOREM 4.11. [28] If $M(y) \succeq 0$ and $M(y)$ has finite rank $r$, then $y$ has a (unique) r-atomic representing measure.

We will come back to this result in Section 5.1 (cf. Theorem 5.1) below. This result plays in fact a crucial role in the application to polynomial optimization, since it permits to give an optimality certificate for the
semidefinite hierarchy based on moment matrices; see Section 6 for details. We next discuss another class of sequences for which the implication (4.12) holds, namely for bounded sequences.
4.4.2. Bounded moment sequences. Berg, Christensen, and Ressel [13] show that the implication (4.12) holds when the sequence $y$ is bounded, i.e., when there is a constant $C>0$ for which $\left|y_{\alpha}\right| \leq C$ for all $\alpha \in \mathbb{N}^{n}$. More generally, Berg and Maserick [14] show that (4.12) holds when $y$ is exponentially bounded ${ }^{1}$, i.e. when $\left|y_{\alpha}\right| \leq C_{0} C^{|\alpha|}$ for all $\alpha \in \mathbb{N}^{n}$, for some constants $C_{0}, C>0$. The next result shows that a sequence $y \in \mathbb{R}^{\mathbb{N}^{n}}$ has a representing measure supported by a compact set if and only if it is exponentially bounded with $M(y) \succeq 0$.

Theorem 4.12. [14] Let $y \in \mathbb{R}^{\mathbb{N}^{n}}$, let $C>0$ and let $K:=[-C, C]^{n}$. Then $y$ has a representing measure supported by the set $K$ if and only if $M(y) \succeq 0$ and there is a constant $C_{0}>0$ such that $\left|y_{\alpha}\right| \leq C_{0} C^{|\alpha|}$ for all $\alpha \in \mathbb{N}^{n}$.

The proof uses the following intermediary results.
Lemma 4.13. Assume $M(y) \succeq 0$ and $\left|y_{\alpha}\right| \leq C_{0} C^{|\alpha|}$ for all $\alpha \in \mathbb{N}^{n}$, for some constants $C_{0}, C>0$. Then $\left|y_{\alpha}\right| \leq y_{0} C^{|\alpha|}$ for all $\alpha \in \mathbb{N}^{n}$.

Proof. If $y_{0}=0$ then $y=0$ since $M(y) \succeq 0$ and the lemma holds. Assume $y_{0}>0$. Rescaling $y$ we may assume $y_{0}=1$; we show $\left|y_{\alpha}\right| \leq C^{|\alpha|}$ for all $\alpha$. As $M(y) \succeq 0$, we have $y_{\alpha}^{2} \leq y_{2 \alpha}$ for all $\alpha$. Then, $\left|y_{\alpha}\right| \leq\left(y_{2^{k} \alpha}\right)^{1 / 2^{k}}$ for any integer $k \geq 1$ (easy induction) and thus $\left|y_{\alpha}\right| \leq\left(C_{0} C^{2^{k}|\alpha|}\right)^{1 / 2^{k}}=$ $C_{0}^{1 / 2^{k}} C^{|\alpha|}$. Letting $k$ go to $\infty$, we find $\left|y_{\alpha}\right| \leq C^{|\alpha|}$.

Lemma 4.14. Given $C>0$ and $K=[-C, C]^{n}$, the set

$$
S:=\left\{y \in \mathbb{R}^{\mathbb{N}^{n}}\left|y_{0}=1, M(y) \succeq 0,\left|y_{\alpha}\right| \leq C^{|\alpha|} \forall \alpha \in \mathbb{N}^{n}\right\}\right.
$$

is a convex set whose extreme points are the Zeta vectors $\zeta_{x}=\left(x^{\alpha}\right)_{\alpha \in \mathbb{N}^{n}}$ for $x \in K$.

Proof. $S$ is obviously convex. Let $y$ be an extreme point of $S$. Fix $\alpha_{0} \in \mathbb{N}^{n}$. Our first goal is to show

$$
\begin{equation*}
y_{\alpha+\alpha_{0}}=y_{\alpha} y_{\alpha_{0}} \forall \alpha \in \mathbb{N}^{n} . \tag{4.13}
\end{equation*}
$$

For this, define the sequence $y^{(\epsilon)} \in \mathbb{R}^{\mathbb{N}^{n}}$ by $y_{\alpha}^{(\epsilon)}:=C^{\left|\alpha_{0}\right|} y_{\alpha}+\epsilon y_{\alpha+\alpha_{0}}$ for $\alpha \in \mathbb{N}^{n}$, for $\epsilon \in\{ \pm 1\}$. Therefore, $\left|y_{\alpha}^{(\epsilon)}\right| \leq C^{\left|\alpha_{0}\right|}(1+\epsilon) C^{|\alpha|} \forall \alpha$. We now show that $M\left(y^{(\epsilon)}\right) \succeq 0$. Fix $p \in \mathbb{R}[\mathbf{x}]$; we have to show that

$$
\begin{equation*}
p^{T} M\left(y^{(\epsilon)}\right) p=\sum_{\gamma, \gamma^{\prime}} p_{\gamma} p_{\gamma^{\prime}} y_{\gamma+\gamma^{\prime}}^{(\epsilon)} \geq 0 \tag{4.14}
\end{equation*}
$$

[^1]For this, define the new sequence $z:=M(y) \operatorname{vec}\left(p^{2}\right) \in \mathbb{R}^{\mathbb{N}^{n}}$ with $z_{\alpha}=$ $\sum_{\gamma, \gamma^{\prime}} p_{\gamma} p_{\gamma^{\prime}} y_{\alpha+\gamma+\gamma^{\prime}}$ for $\alpha \in \mathbb{N}^{n}$. Then, $\left|z_{\alpha}\right| \leq\left(\sum_{\gamma, \gamma^{\prime}}\left|p_{\gamma} p_{\gamma^{\prime}}\right| C^{|\gamma|+\left|\gamma^{\prime}\right|}\right) C^{|\alpha|}$ $\forall \alpha$. Moreover, $M(z) \succeq 0$. Indeed, using the fact that $z=M(y) \operatorname{vec}\left(p^{2}\right)=$ $g y$ for $g:=p^{2}$ (recall (4.1)) combined with Lemma 4.1, we find that $q^{T} M(z) q=q^{T} M(g y) q=\operatorname{vec}(p q)^{T} M(y) \operatorname{vec}(p q) \geq 0$ for all $q \in \mathbb{R}[\mathbf{x}]$. Hence Lemma 4.13 implies $-z_{0} C^{|\alpha|} \leq z_{\alpha} \leq z_{0} C^{|\alpha|} \forall \alpha$; applying this to $\alpha=\alpha_{0}$, we get immediately relation (4.14). Therefore, $M\left(y^{(\epsilon)}\right) \succeq 0$. Applying again Lemma 4.13, we deduce that $\left|y_{\alpha}^{(\epsilon)}\right| \leq y_{0}^{(\epsilon)} C^{|\alpha|} \forall \alpha$.

If $y_{0}^{(\epsilon)}=0$ for some $\epsilon \in\{ \pm 1\}$, then $y^{(\epsilon)}=0$, which implies directly (4.13). Assume now $y_{0}^{(\epsilon)}>0$ for both $\epsilon=1,-1$. Then each $\frac{y^{(\epsilon)}}{y_{0}^{(\epsilon)}}$ belongs to $S$ and $y=\frac{y_{0}^{(1)}}{2 C^{\alpha_{0} \mid}} \frac{y^{(1)}}{y_{0}^{(1)}}+\frac{y_{0}^{(-1)}}{2 C^{\left|\alpha_{0}\right|}} \frac{y^{(-1)}}{y_{0}^{(-1)}}$ is a convex combination of two points of $S$. As $y$ is an extreme point of $S, y \in\left\{\frac{y^{(1)}}{y_{0}^{(1)}}, \frac{y^{(-1)}}{y_{0}^{(-1)}}\right\}$, which implies again (4.13).

As relation (4.13) holds for all $\alpha_{0} \in \mathbb{N}^{n}$, setting $x:=\left(y_{e_{i}}\right)_{i=1}^{n}$, we find that $x \in K$ and $y_{\alpha}=x^{\alpha}$ for all $\alpha$, i.e. $y=\zeta_{x}$.

Proof of Theorem 4.12. Assume that $M(y) \succeq 0$ and $\left|y_{\alpha}\right| \leq C_{0} C^{|\alpha|}$ for all $\alpha$; we show that $y$ has a representing measure supported by $K$. By Lemma 4.13, $\left|y_{\alpha}\right| \leq y_{0} C^{|\alpha|} \forall \alpha$. If $y_{0}=0, y=0$ and we are done. Assume $y_{0}=1$ (else rescale $y$ ). Then $y$ belongs to the convex set $S$ introduced in Lemma 4.14, whose set of extreme points is $S_{0}:=\left\{\zeta_{x} \mid x \in[-C, C]^{n}\right\}$. We can now apply the Krein-Milman theorem ${ }^{2}$ to the convex compact set $S$ and conclude that $y$ belongs to the closure of the convex hull of $S_{0}$. That is, $y=\lim _{i \rightarrow \infty} y^{(i)}$ (coordinate-wise convergence), where each $y^{(i)}$ belongs to the convex hull of $S_{0}$ and thus has a (finite atomic) representing measure $\mu^{(i)}$ on $[-C, C]^{n}$. Using Haviland's theorem (Theorem 4.15), we can conclude that $y$ too has a representing measure on $[-C, C]^{n}$.

Conversely, assume that $y$ has a representing measure $\mu$ supported by $K$. Then, as $\left|x_{i}\right| \leq C$ for all $i,\left|y_{\alpha}\right| \leq \int_{K}\left|x^{\alpha}\right| \mu(d x) \leq \mu(K) C^{|\alpha|}$, which concludes the proof of Theorem 4.12.
4.5. The $K$-moment problem. We now consider the $K$-moment problem where, as in (1.2), $K=\left\{x \in \mathbb{R}^{n} \mid g_{1}(x) \geq 0, \ldots, g_{m}(x) \geq 0\right\}$ is a

[^2]semialgebraic set. Define the cones
\[

$$
\begin{gather*}
\mathcal{M}_{K}:=\left\{y \in \mathbb{R}^{\mathbb{N}^{n}} \mid y \text { has a representing measure supported by } K\right\}  \tag{4.15}\\
\mathcal{M}_{\succeq}^{\text {sch }}\left(g_{1}, \ldots, g_{m}\right):=\left\{y \in \mathbb{R}^{\mathbb{N}^{n}} \mid M\left(g_{J} y\right) \succeq 0 \forall J \subseteq\{1, \ldots, m\}\right\},  \tag{4.16}\\
\mathcal{M}_{\succeq}^{\text {put }}\left(g_{1}, \ldots, g_{m}\right):=\left\{y \in \mathbb{R}^{\mathbb{N}^{n}} \mid M(y) \succeq 0, M\left(g_{j} y\right) \succeq 0(1 \leq j \leq m)\right\}, \tag{4.17}
\end{gather*}
$$
\]

setting $g_{\emptyset}:=1, g_{J}:=\prod_{j \in J} g_{j}$ for $J \subseteq\{1, \ldots, m\}$. (The indices 'sch' and 'put' refer respectively to Schmüdgen and to Putinar; see Theorems 4.16 and 4.17 below.) Consider also the cone

$$
\mathcal{P}_{K}=\{p \in \mathbb{R}[\mathbf{x}] \mid p(x) \geq 0 \forall x \in K\}
$$

and recall the definition of $T\left(g_{1}, \ldots, g_{m}\right)$ from (3.12) and $\mathbf{M}\left(g_{1}, \ldots, g_{m}\right)$ from (3.13). Obviously,

$$
\begin{array}{r}
\mathcal{M}_{K} \subseteq \mathcal{M}_{\succeq}^{\text {sch }}\left(g_{1}, \ldots, g_{m}\right) \subseteq \mathcal{M}_{\succeq}^{\text {put }}\left(g_{1}, \ldots, g_{m}\right) \\
\mathbf{M}\left(g_{1}, \ldots, g_{m}\right) \subseteq T\left(g_{1}, \ldots, g_{m}\right) \subseteq \mathcal{P}_{K}
\end{array}
$$

One can verify that

$$
\begin{gather*}
\mathcal{P}_{K}=\left(\mathcal{M}_{K}\right)^{*}, \mathcal{M}_{\succeq}^{\text {sch }}\left(g_{1}, \ldots, g_{m}\right)=\left(T\left(g_{1}, \ldots, g_{m}\right)\right)^{*}  \tag{4.18}\\
\mathcal{M}_{\succeq}^{\text {put }}\left(g_{1}, \ldots, g_{m}\right)=\left(\mathbf{M}\left(g_{1}, \ldots, g_{m}\right)\right)^{*} .
\end{gather*}
$$

(The details are analogous to those for Proposition 4.9, using Lemma 4.1.)
The next result of Haviland [56] shows equality $\mathcal{M}_{K}=\left(\mathcal{P}_{K}\right)^{*}$; see Section 4.6 below for a proof.

Theorem 4.15. [56] (Haviland's theorem) Let $K$ be a closed subset in $\mathbb{R}^{n}$. The following assertions are equivalent for $L \in \mathbb{R}[\mathbf{x}]^{*}$.
(i) $L(p) \geq 0$ for any polynomial $p \in \mathbb{R}[\mathbf{x}]$ such that $p \geq 0$ on $K$.
(ii) There exists a measure $\mu$ on $K$ such that $L(p)=\int_{K} p(x) \mu(d x)$ for all $p \in \mathbb{R}[\mathbf{x}]$.
The following results of Schmüdgen [145] and Putinar [134] can be seen as the counterparts (on the 'moment side') of Theorems 3.16 and 3.20 (on the 'sos side'). We refer e.g. to $[106,133]$ for a detailed treatment and background. As we observe in Section 4.7 below, the results on the 'sos side' easily imply the results on the 'moment side', i.e., Theorems 3.16 and 3.20 imply Theorems 4.16 and 4.17 , respectively. In fact the reverse implications also hold; [145, Cor. 3] shows how to derive Theorem 3.16 from Theorem $4.16^{3}$. We also present a direct proof of Theorem 4.16 in Section 4.7.

[^3]THEOREM 4.16. [145] (Schmüdgen's theorem) If $K$ is compact, then $\mathcal{M}_{K}=\mathcal{M}_{\succeq}^{\text {sch }}\left(g_{1}, \ldots, g_{m}\right)$.

Theorem 4.17. [134] (Putinar's theorem) Assume $\mathbf{M}\left(g_{1}, \ldots, g_{m}\right)$ is Archimedean, i.e. (3.16) holds. Then $\mathcal{M}_{K}=\mathcal{M}_{\succeq}^{\text {put }}\left(g_{1}, \ldots, g_{m}\right)$.

In the univariate case we have the following classical results for the moment problem on an interval.

Theorem 4.18. (Stieltjes) The following assertions are equivalent for $L \in \mathbb{R}[\mathbf{x}]^{*}$.
(i) There exists a measure $\mu$ on $\mathbb{R}_{+}$such that $L(p)=\int p(x) \mu(d x)$ for all $p \in \mathbb{R}[\mathbf{x}]$.
(ii) $L(p), L(\mathbf{x} p) \geq 0$ for all $p \in \Sigma$, i.e., $M(y), M(\mathbf{x} y) \succeq 0$, where $y=$ $\left(L\left(\mathbf{x}^{i}\right)\right)_{i \geq 0}$ and $\mathbf{x} y=\left(L\left(\mathbf{x}^{i+1}\right)\right)_{i \geq 0}$.
Proof. Directly from Theorem 3.21 combined with Theorem 4.15.
Theorem 4.19. (Hausdorff) (cf. [73]) The following assertions are equivalent for $L \in \mathbb{R}[\mathbf{x}]^{*}$.
(i) There exists a measure $\mu$ on $[a, b]$ such that $L(p)=\int p(x) \mu(d x)$ for all $p \in \mathbb{R}[\mathbf{x}]$.
(ii) $L((\mathbf{x}-a) p), L((b-\mathbf{x}) p) \geq 0$ for all $p \in \Sigma$, i.e., $M((\mathbf{x}-a) y) \succeq 0$ and $M((b-\mathbf{x}) y) \succeq 0$.
(iii) $L(p), L((\mathbf{x}-a)(b-\mathbf{x}) p) \geq 0$ for all $p \in \Sigma$, i.e., $M(y) \succeq 0$ and $M((\mathbf{x}-a)(b-\mathbf{x}) y) \succeq 0$.
Here, $y=\left(L\left(\mathbf{x}^{i}\right)\right)_{i \geq 0}$, and recall that $(\mathbf{x}-a) y=\left(L\left(\mathbf{x}^{i+1}\right)-a L\left(\mathbf{x}^{i}\right)\right)_{i \geq 0}$, $(b-\mathbf{x}) y=\left(L\left(b \mathbf{x}^{i}\right)-L\left(\mathbf{x}^{i+1}\right)\right)_{i \geq 0}$, and $(\mathbf{x}-a)(b-\mathbf{x}) y=\left(-L\left(\mathbf{x}^{i+2}\right)+(a+\right.$ b) $\left.L\left(\mathbf{x}^{i+1}\right)-a b L\left(\mathbf{x}^{i}\right)\right)_{i \geq 0}$.

Proof. Directly from Theorem 3.23 combined with Theorem 4.15.
4.6. Proof of Haviland's theorem. We give here a proof of Haviland's theorem (Theorem 4.15), following the treatment in [106]. The proof uses the following version of the Riesz representation theorem.

Theorem 4.20. (Riesz representation theorem) Let $\mathcal{X}$ be a Hausdorff locally compact space and let $\mathcal{C}_{c}(\mathcal{X}, \mathbb{R})$ be the space of continuous functions $f: \mathcal{X} \rightarrow \mathbb{R}$ with compact support, i.e. for which the closure of the set $\{x \in \mathcal{X} \mid f(x) \neq 0\}$ is compact. Let $L \in\left(\mathcal{C}_{c}(\mathcal{X}, \mathbb{R})\right)^{*}$ be a positive linear function, i.e. $L(f) \geq 0$ for all $f \in \mathcal{C}_{c}(\mathcal{X}, \mathbb{R})$ such that $f \geq 0$ on $\mathcal{X}$. Then there exists a Borel measure $\mu$ on $\mathcal{X}$ such that $L(f)=\int_{K} f(x) \mu(d x)$ for all $f \in \mathcal{C}_{c}(\mathcal{X}, \mathbb{R})$.

Here we consider the topological space $\mathcal{X}=K$ (obviously locally compact). Let $\mathcal{C}^{\prime}(K, \mathbb{R})$ denote the set of continuous functions $f: K \rightarrow \mathbb{R}$ for which there exists $a \in \mathbb{R}[\mathbf{x}]$ such that $|f| \leq|a|$ on $K$. Obviously, $\mathbb{R}[\mathbf{x}]_{\mid K} \subseteq \mathcal{C}^{\prime}(K, \mathbb{R})$ and $\mathcal{C}_{c}(K, \mathbb{R}) \subseteq \mathcal{C}^{\prime}(K, \mathbb{R})$; here $\mathbb{R}[\mathbf{x}]_{\mid K}$ denotes the set of polynomial functions restricted to $K$. Assume $L \in \mathbb{R}[\mathbf{x}]^{*}$ satisfies (i), i.e. $L(p) \geq 0$ for all $p \in \mathcal{P}_{K}$. First we extend $L$ to a positive linear function $L^{\prime}$ on $\mathcal{C}^{\prime}(K, \mathbb{R})$.

Lemma 4.21. There exists a linear map $L^{\prime}: \mathcal{C}^{\prime}(K, \mathbb{R}) \rightarrow \mathbb{R}$ extending $L$ and which is positive, i.e. $L^{\prime}(f) \geq 0$ for all $f \in \mathcal{C}^{\prime}(K, \mathbb{R})$ such that $f \geq 0$ on $K$.

Proof. Using Zorn's lemma ${ }^{4}$, one can prove the existence of a pair $\left(V, L^{\prime}\right)$, where $V$ is a vector space such that $\mathbb{R}[\mathbf{x}]_{\mid K} \subseteq V \subseteq \mathcal{C}^{\prime}(K, \mathbb{R})$ and $L^{\prime} \in V^{*}$ is positive (i.e. $L^{\prime}(f) \geq 0$ for all $f \in V$ such that $f \geq 0$ on $K$ ), which is maximal with respect to the following partial ordering:

$$
\left(V_{1}, L_{1}\right) \leq\left(V_{2}, L_{2}\right) \text { if } V_{1} \subseteq V_{2} \text { and }\left(L_{2}\right)_{\mid V_{1}}=L_{1}
$$

It suffices now to verify that $V=\mathcal{C}^{\prime}(K, \mathbb{R})$. Suppose for contradiction that $g \in \mathcal{C}^{\prime}(K, \mathbb{R}) \backslash V$. Let $p \in \mathbb{R}[\mathbf{x}]$ such that $|g| \leq|p|$ on $K$. As $|p| \leq q:=$ $\frac{1}{2}\left(p^{2}+1\right)$, we have $-q \leq g \leq q$ on $K$, where $-q, q \in V$. The quantities

$$
\rho_{1}:=\sup L^{\prime}\left(f_{1}\right) \text { s.t. } f_{1} \in V, f_{1} \leq g, \rho_{2}:=\inf L^{\prime}\left(f_{2}\right) \text { s.t. } f_{2} \in V, f_{2} \geq g
$$

are well defined (as $L\left(f_{1}\right) \leq L(q)$ and $L\left(f_{2}\right) \geq L(-q)$ for any feasible $\left.f_{1}, f_{2}\right)$ and $\rho_{1} \leq \rho_{2}$. Fix $c \in \mathbb{R}$ such that $\rho_{1} \leq c \leq \rho_{2}$ and define the linear extension $L^{\prime \prime}$ of $L^{\prime}$ to $V^{\prime \prime}:=V+\mathbb{R} g$ by setting $L^{\prime \prime}(g):=c$. Then, $L^{\prime \prime}$ is positive. Indeed, assume $f+\lambda g \geq 0$ on $K$, where $f \in V$ and $\lambda \in \mathbb{R}$. If $\lambda=0$ then $L^{\prime \prime}(f+\lambda g)=L^{\prime}(f) \geq 0$. If $\lambda>0$, then $-\frac{1}{\lambda} f \leq g$, implying $L^{\prime}\left(-\frac{1}{\lambda} f\right) \leq \rho_{1} \leq c=L^{\prime \prime}(g)$ and thus $L^{\prime \prime}(f+\lambda g) \geq 0$. If $\lambda<0$, then $-\frac{1}{\lambda} f \geq g$, implying $L^{\prime}\left(-\frac{1}{\lambda} f\right) \geq \rho_{2} \geq c=L^{\prime \prime}(g)$ and thus $L^{\prime \prime}(f+\lambda g) \geq$ 0 . As $\left(V, L^{\prime}\right)<\left(V^{\prime \prime}, L^{\prime \prime}\right)$, this contradicts the maximality assumption on $(V, L)$.

In particular, $L^{\prime}$ is a positive linear map on $\mathcal{C}_{c}(K, \mathbb{R})$ and thus, applying Theorem 4.20, we can find a Borel measure $\mu$ on $K$ such that

$$
L^{\prime}(f)=\int_{K} f(x) \mu(d x) \quad \forall f \in \mathcal{C}_{c}(K, \mathbb{R})
$$

To conclude the proof, it remains to show that this also holds for any $f \in \mathcal{C}^{\prime}(K, \mathbb{R})$. Fix $f \in \mathcal{C}^{\prime}(K, \mathbb{R})$. Without loss of generality we can suppose that $f \geq 0$ on $K$ (else write $f=f_{+}-f_{-}$where $f_{+}:=\max \{f, 0\}$ and $\left.f_{-}:=-\min \{f, 0\}\right)$. We now show how to approach $f$ via a sequence of functions $f_{i} \in \mathcal{C}_{c}(K, \mathbb{R})$. For this, set $g:=f+\sum_{j=1}^{n} x_{j}^{2}$, and

$$
K_{i}:=\{x \in K \mid g(x) \leq i\}, \quad H_{i}:=\left\{x \in K_{i+1} \left\lvert\, g(x) \geq i+\frac{1}{2}\right.\right\} .
$$

Then, $K_{i}$ is compact, $K_{i} \subseteq K_{i+1}$, and $K=\cup_{i \geq 0} K_{i}$. Using Urysohn's lemma ${ }^{5}$, we can construct continuous functions $\bar{h}_{i}: K_{i+1} \rightarrow[0,1]$ such

[^4]that $h_{i}=1$ on $K_{i}$ and $h_{i}=0$ on $H_{i}$. Extend $h_{i}$ to $K$ by setting $h_{i}=0$ on $K \backslash K_{i+1}$. Define $f_{i}:=f h_{i}$. Then, $0 \leq f_{i} \leq f, f_{i}=f$ on $K_{i}$, and $f_{i}=0$ outside of $K_{i+1}$. In particular, $f_{i} \in \mathcal{C}_{c}(K, \mathbb{R})$, so that $L^{\prime}\left(f_{i}\right)=$ $\int_{K} f_{i}(x) \mu(d x)$. Now, $0 \leq f-f_{i} \leq \frac{1}{i} g^{2}$ on $K$; indeed, this is obvious on $K_{i}$ and, on $K \backslash K_{i}, g>i$ implies $g^{2} \geq i g \geq i f \geq i\left(f-f_{i}\right)$. Thus, $0 \leq \int_{K}\left(f(x)-f_{i}(x)\right) \mu(d x) \leq \frac{1}{i} \int_{K} g^{2}(x) \mu(d x)$, which shows that $L^{\prime}(f)=$ $\lim _{i \rightarrow \infty} L^{\prime}\left(f_{i}\right)=\lim _{i \rightarrow \infty} \int_{K} f_{i}(x) \mu(d x)=\int_{K} f(x) \mu(d x)$. This concludes the proof of Theorem 4.15
4.7. Proof of Schmüdgen's theorem. We give here a proof of Theorem 4.16, following the treatment in $[106, \S 6.1]$. This proof is due to Wörmann [177], who proved the following characterization for $K$ compact. To simplify the notation we set $T:=T\left(g_{1}, \ldots, g_{m}\right)$ and $T^{* *}:=\left(T^{*}\right)^{*}$ stands for the double dual of $T$, thus consisting of the polynomials $p$ satisfying $L(p) \geq 0$ for all $L \in T^{*}$.

Theorem 4.22. [177] The set $K$ is compact if and only if $T$ is Archimedean, i.e., for all $p \in \mathbb{R}[\mathbf{x}]$ there exists $N \in \mathbb{N}$ for which $N \pm p \in T$.

The following result relates the SOS/moment assertions in Schmüdgen's theorem.

Proposition 4.23. Consider the following assertions:
(i) For $f \in \mathbb{R}[\mathbf{x}], f>0$ on $K \Longrightarrow f \in T$.
(ii) $\mathcal{P}_{K}=T^{* *}$.
(iii) $\mathcal{M}_{K}=\mathcal{M}_{\succ}^{\text {sch }}$.

Then, $($ i $) \Longrightarrow(\overline{i i}) \Longleftrightarrow$ (iii). Moreover, $(i) \Longleftrightarrow$ (ii) $\Longleftrightarrow$ (iii) when $K$ is compact.

Proof. (i) $\Longrightarrow$ (ii): Let $f \in \mathcal{P}_{K}$ and $L \in T^{*}$; we show that $L(f) \geq 0$. As $f \in \mathcal{P}_{K}$, for any $\epsilon>0, f+\epsilon>0$ on $K$, and thus $f+\epsilon \in T$. Hence, $L(f+\epsilon) \geq 0$, implying $L(f) \geq-\epsilon L(1)$ for all $\epsilon>0$ and thus $L(f) \geq 0$. This shows $f \in T^{* *}$.
(ii) $\Longrightarrow$ (iii): $\mathcal{P}_{K}=T^{* *}$ implies $\mathcal{P}_{K}^{*}=T^{* * *}=T^{*}$ and thus (iii), since $\mathcal{P}_{K}^{*}=\mathcal{M}_{K}$ (by Haviland's theorem) and $\mathcal{M}_{\succeq}^{\text {sch }}=T^{*}$ (by (4.18)).
(iii) $\Longrightarrow($ ii $): \mathcal{M}_{K}=\mathcal{M}_{\succeq}^{\text {sch }}$ implies $\mathcal{P}_{K}=\left(\overline{\mathcal{M}}_{K}\right)^{*}=\left(\mathcal{M}_{\succeq}^{\text {sch }}\right)^{*}=T^{* *}$.

Assuming $K$ compact, (iii) $\Longrightarrow$ (i): First, note that 1 lies in the interior of $T$ (because, for any $p \in \mathbb{R}[\mathbf{x}]$, there exists $N>0$ for which $1+\frac{1}{N} p \in T$, since $T$ is Archimedean by Theorem 4.22). Let $U$ denote the interior of $T$; thus $U$ is a non-empty open set in $\mathbb{R}[\mathbf{x}]$. Assume $f \in \mathbb{R}[\mathbf{x}]$ is positive on $K$ and $f \notin T$. Consider the cone $C:=\mathbb{R}_{+} f$ in $\mathbb{R}[\mathbf{x}]$. Thus $U \cap C=\emptyset$. We can apply the separation theorem [106, Thm 3.6.2] and deduce the existence of $L \in \mathbb{R}[\mathbf{x}]^{*}$ satisfying $L(f) \leq 0, L>0$ on $U$, and thus $L \geq 0$ on $T$. By (iii), $L$ has a representing measure $\mu$ on $K$. As $K$ is compact, there exists $c>0$ such that $f \geq c$ on $K$. Thus $L(f)=\int_{K} f(x) \mu(d x) \geq c L(1)>0$, and we reach a contradiction.

As Corollary 4.26 below shows (combined with Proposition 4.23), the following result implies directly Theorem 4.16.

Theorem 4.24. Given $f \in \mathbb{R}[\mathbf{x}]$ and $k \in \mathbb{R}_{+}$, if $-k \leq f \leq k$ on $K$, then $k^{2}-f^{2} \in T^{* *}$.

Corollary 4.25. For $f \in \mathbb{R}[\mathbf{x}]$ and $b \in \mathbb{R}$, if $0 \leq f \leq b$ on $K$, then $f \in T^{* *}$.

Proof. Setting $g:=f-\frac{b}{2}$ and $k:=\frac{b}{2}$, we have $-k \leq g \leq k$ on $K$. Thus $k^{2}-g^{2} \in T^{* *}$ by Theorem 4.24. If $k=0$, for any $\epsilon>0, \epsilon^{2}+2 \epsilon g=$ $(g+\epsilon)^{2}+\left(-g^{2}\right) \in T^{* *}$; for all $L \in T^{*}$, this implies $\epsilon L(1)+2 L(g) \geq 0$ and thus $L(g) \geq 0$ by letting $\epsilon \rightarrow 0$, thus showing $g \in T^{* *}$. Suppose now $k>0$. Then, for $\epsilon= \pm 1, k+\epsilon g=\frac{1}{2 k}\left((k+\epsilon g)^{2}+\left(k^{2}-g^{2}\right)\right) \in T^{* *}$. In both cases we find that $f=g+k \in T^{* *}$.

Corollary 4.26. If $K$ is compact, then $\mathcal{P}_{K}=T^{* *}$.
Proof. The inclusion $\mathcal{P}_{K} \subseteq T^{* *}$ follows directly from Corollary 4.25, since any polynomial is upper bounded on the compact set $K$. As the reverse inclusion is obvious, we have equality $\mathcal{P}_{K}=T^{* *}$.

We now proceed to prove Theorem 4.24, which uses the Positivstellensatz in a crucial way. Fix $l>k$ so that $l^{2}-f^{2}>0$ on $K$. Thus, by Theorem 3.12 (i), $\left(l^{2}-f^{2}\right) p=1+q$, for some $p, q \in T$. We first claim:

$$
\begin{equation*}
\left(l^{2 i}-f^{2 i}\right) p \in T \quad \forall i \geq 1 \tag{4.19}
\end{equation*}
$$

If $i=1,\left(l^{2}-f^{2}\right) p=1+q \in T$. If $i \geq 2$, then $\left(l^{2 i+2}-f^{2 i+2}\right) p=$ $l^{2}\left(l^{2 i}-f^{2 i}\right) p-f^{2 i}\left(l^{2}-f^{2}\right) p \in T$, since $\left(l^{2 i}-f^{2 i}\right) p \in T$ using induction. Next we claim:

$$
\begin{equation*}
l^{2 i+2} p-f^{2 i} \in T \quad \forall i \geq 1 \tag{4.20}
\end{equation*}
$$

Indeed, $l^{2 i+2} p-f^{2 i}=l^{2}\left(l^{2 i}-f^{2 i}\right) p+f^{2 i}\left(l^{2} p-1\right) \in T$, since $\left(l^{2 i}-f^{2 i}\right) p \in T$ by (4.19) and $l^{2} p-1=f^{2} p+q \in T$.

Fix $L \in T^{*}$ and consider the linear map $L_{1}$ on the univariate polynomial ring $\mathbb{R}[\mathbf{t}]$ defined by $L_{1}(r(\mathbf{t})):=L(r(f))$, where we substitute variable $\mathbf{t}$ by $f$ in the polynomial $r \in \mathbb{R}[\mathbf{t}]$. Obviously, $L_{1}$ is positive on squares and thus, by Hamburger' theorem (Theorem 4.10), there exists a Borel measure $\nu$ on $\mathbb{R}$ such that $L_{1}(r)=\int_{\mathbb{R}} r(t) \nu(d t)$ for $r \in \mathbb{R}[\mathbf{t}]$. Fix $\lambda>l$ and let $\chi_{\lambda}$ denote the charactersitic function of the subset $(-\infty,-\lambda) \cup(\lambda, \infty)$ of $\mathbb{R}$. As $\lambda^{2 i} \chi_{\lambda}(t) \leq t^{2 i}$ for all $t \in \mathbb{R}$, we obtain:

$$
\lambda^{2 i} \int_{\mathbb{R}} \chi_{\lambda}(t) \nu(d t) \leq \int_{\mathbb{R}} t^{2 i} \nu(d t)=L_{1}\left(\mathbf{t}^{2 i}\right)=L\left(f^{2 i}\right) \leq l^{2 i+2} L(p)
$$

using (4.20) for the latter inequality. As $l<\lambda$, letting $i \rightarrow \infty$, we obtain $\int_{\mathbb{R}} \chi_{\lambda}(t) \nu(d t)=0$. In turn, letting $\lambda \rightarrow l$, this implies $\int_{\mathbb{R}} \chi_{l}(t) \nu(d t)=0$ and thus the support of $\nu$ is contained in $[-l, l]$. As $t^{2} \leq l^{2}$ on $[-l, l]$, we obtain:

$$
L\left(f^{2}\right)=L_{1}\left(\mathbf{t}^{2}\right)=\int_{\mathbb{R}} t^{2} \nu(d t)=\int_{[-l, l]} t^{2} \nu(d t) \leq \int_{[-l, l]} l^{2} \nu(d t)=L\left(l^{2}\right)
$$

This proves $L\left(l^{2}-f^{2}\right) \geq 0$ for all $l>k$ and thus, letting $l \rightarrow k, L\left(k^{2}-f^{2}\right) \geq$ 0 . That is, $k^{2}-f^{2} \in T^{* *}$, which concludes the proof of Theorem 4.24.

Finally, observe that Theorem 4.17 follows easily from Theorem 3.20. Indeed, using similar arguments as for Proposition 4.23, one can verify that Theorem 4.17 implies $\mathcal{P}_{K}=\mathbf{M}\left(g_{1}, \ldots, g_{m}\right)^{* *}$, which in turn implies $\mathcal{M}_{K}=\mathcal{M}_{\succeq}^{\text {put }}$.
5. More about moment matrices. We group here several results about moment matrices, mostly from Curto and Fialkow [28, 29, 30], which will have important applications to the optimization problem (1.1).
5.1. Finite rank moment matrices. We have seen in Lemma 4.2 (iii) that, if a sequence $y \in \mathbb{R}^{\mathbb{N}^{n}}$ has a $r$-atomic representing measure, then its moment matrix $M(y)$ is positive semidefinite and its rank is equal to $r$. Curto and Fialkow [28] show that the reverse implication holds. More precisely, they show the following result, thus implying Theorem 4.11.

Theorem 5.1. [28] Let $y \in \mathbb{R}^{\mathbb{N}^{n}}$.
(i) If $M(y) \succeq 0$ and $M(y)$ has finite rank $r$, then $y$ has a unique representing measure $\mu$. Moreover, $\mu$ is r-atomic and $\operatorname{supp}(\mu)=$ $V_{\mathbb{C}}(\operatorname{Ker} M(y))\left(\subseteq \mathbb{R}^{n}\right)$.
(ii) If $y$ has a r-atomic representing measure, then $M(y) \succeq 0$ and $M(y)$ has rank $r$.
Assertion (ii) is just Lemma 4.2 (iii). We now give a simple proof for Theorem 5.1 (i) (taken from [95]), which uses an algebraic tool (the Real Nullstellensatz) in place of the tools from functional analysis (the spectral theorem and the Riesz representation theorem) used in the original proof of Curto and Fialkow [28].

Recall that one says that 'a polynomial $f$ lies in the kernel of $M(y)$ ' when $M(y) f:=M(y) \operatorname{vec}(f)=0$, which permits to identify the kernel of $M(y)$ with a subset of $\mathbb{R}[\mathbf{x}]$. Making this identification enables us to claim that 'the kernel of $M(y)$ is an ideal in $\mathbb{R}[\mathbf{x}]$ ' (as observed by Curto and Fialkow [28]) or, when $M(y) \succeq 0$, that 'the kernel is a radical ideal' (as observed by Laurent [95]) or even 'a real radical ideal' (as observed by Möller [107], or Scheiderer [143]). Moreover, linearly independent sets of columns of $M(y)$ correspond to linearly independent sets in the quotient vector space $\mathbb{R}[\mathbf{x}] / \operatorname{Ker} M(y)$. These properties, which play a crucial role in the proof, are reported in the next two lemmas.

Lemma 5.2. The kernel $\mathcal{I}:=\{p \in \mathbb{R}[\mathbf{x}] \mid M(y) p=0\}$ of a moment matrix $M(y)$ is an ideal in $\mathbb{R}[\mathbf{x}]$. Moreover, if $M(y) \succeq 0$, then $\mathcal{I}$ is a real radical ideal.

Proof. We apply Lemma 4.1. Assume $f \in \mathcal{I}$ and let $g \in \mathbb{R}[\mathbf{x}]$. For any $h \in \mathbb{R}[\mathbf{x}], \operatorname{vec}(h)^{T} M(y) \operatorname{vec}(f g)=\operatorname{vec}(h g)^{T} M(y) \operatorname{vec}(f)=0$, implying that $f g \in \mathcal{I}$. Assume now $M(y) \succeq 0$. We show that $\mathcal{I}$ is real radical. In view of

Lemma 2.2, it suffices to show that, for any $g_{1}, \ldots, g_{m} \in \mathbb{R}[\mathbf{x}]$,

$$
\sum_{j=1}^{m} g_{j}^{2} \in \mathcal{I} \Longrightarrow g_{1}, \ldots, g_{m} \in \mathcal{I}
$$

Indeed, if $\sum_{j=1}^{m} g_{j}^{2} \in \mathcal{I}$ then $0=\operatorname{vec}(1)^{T} M(y) \operatorname{vec}\left(\sum_{j=1}^{m} g_{j}^{2}\right)=$ $\sum_{j=1}^{m} g_{j}^{T} M(y) g_{j}$. As $g_{j}^{T} M(y) g_{j} \geq 0$ since $M(y) \succeq 0$, this implies $0=$ $g_{j}^{T} M(y) g_{j}$ and thus $g_{j} \in \mathcal{I}$ for all $j$.

Lemma 5.3. Let $\mathcal{B} \subseteq \mathbb{T}_{n}$. Then, $\mathcal{B}$ indexes a (maximum) linearly independent set of columns of $M(y)$ if and only if $\mathcal{B}$ is a (maximum) linearly independent subset of the quotient vector space $\mathbb{R}[\mathbf{x}] / \operatorname{Ker} M(y)$.

Proof. Immediate verification.
Proof of Theorem 5.1(i). Assume $M(y) \succeq 0$ and $r:=\operatorname{rank} M(y)<\infty$. By Lemmas 5.2 and 5.3 , the set $\mathcal{I}:=\operatorname{Ker} M(y)$ is a real radical zerodimensional ideal in $\mathbb{R}[\mathbf{x}]$. Hence, using (2.1) and Theorem 2.6, $V_{\mathbb{C}}(\mathcal{I}) \subseteq \mathbb{R}^{n}$ and $\left|V_{\mathbb{C}}(\mathcal{I})\right|=\operatorname{dim} \mathbb{R}[\mathbf{x}] / \mathcal{I}=r$. Let $p_{v} \in \mathbb{R}[\mathbf{x}]\left(v \in V_{\mathbb{C}}(\mathcal{I})\right)$ be interpolation polynomials at the points of $V_{\mathbb{C}}(\mathcal{I})$. Setting $\lambda_{v}:=p_{v}^{T} M(y) p_{v}$, we now claim that the measure $\mu:=\sum_{v \in V_{\mathbb{C}}(\mathcal{I})} \lambda_{v} \delta_{v}$ is the unique representing measure for $y$.

Lemma 5.4. $M(y)=\sum_{v \in V_{\mathbb{C}}(\mathcal{I})} \lambda_{v} \zeta_{v} \zeta_{v}^{T}$.
Proof. Set $N:=\sum_{v \in V_{\mathbb{C}}(\mathcal{I})} \lambda_{v} \zeta_{v} \zeta_{v}^{T}$. We first show that $p_{u}^{T} M(y) p_{v}=$ $p_{u}^{T} N p_{v}$ for all $u, v \in V_{\mathbb{C}}(\mathcal{I})$. This identity is obvious if $u=v$. If $u \neq v$ then $p_{u}^{T} N p_{v}=0$; on the other hand, $p_{u}^{T} M(y) p_{v}=\operatorname{vec}(1)^{T} M(y) \operatorname{vec}\left(p_{u} p_{v}\right)=0$ where we use Lemma 4.1 for the first equality and the fact that $p_{u} p_{v} \in$ $\mathcal{I}\left(V_{\mathbb{C}}(\mathcal{I})\right)=\mathcal{I}$ for the second equality. As the set $\left\{p_{v} \mid v \in V_{\mathbb{C}}(\mathcal{I})\right\}$ is a basis of $\mathbb{R}[\mathbf{x}] / \mathcal{I}$ (by Lemma 2.5), we deduce that $f^{T} M(y) g=f^{T} N g$ for all $f, g \in \mathbb{R}[\mathbf{x}]$, implying $M(y)=N$.

Lemma 5.5. The measure $\mu=\sum_{v \in V_{\mathbb{C}}(\mathcal{I})} \lambda_{v} \delta_{v}$ is r-atomic and it is the unique representing measure for $y$.

Proof. $\mu$ is a representing measure for $y$ by Lemma 5.4 and $\mu$ is $r$ atomic since $p_{v}^{T} M(y) p_{v}>0$ as $p_{v} \notin \mathcal{I}$ for $v \in V_{\mathbb{C}}(\mathcal{I})$. We now verify the unicity of such measure. Say, $\mu^{\prime}$ is another representing measure for $y$. By Lemma 4.2, $r=\operatorname{rank} M(y) \leq r^{\prime}:=\left|\operatorname{supp}\left(\mu^{\prime}\right)\right| ;$ moreover, $\operatorname{supp}\left(\mu^{\prime}\right) \subseteq$ $V_{\mathbb{C}}(\mathcal{I})$, implying $r^{\prime} \leq\left|V_{\mathbb{C}}(\mathcal{I})\right|=r$. Thus, $r=r^{\prime}, \operatorname{supp}\left(\mu^{\prime}\right)=\operatorname{supp}(\mu)=$ $V_{\mathbb{C}}(\mathcal{I})$ and $\mu=\mu^{\prime}$.

This concludes the proof of Theorem 5.1.
We now make a simple observation about the degrees of interpolation polynomials at the points of $V_{\mathbb{C}}(\operatorname{Ker} M(y))$, which will be useful for the proof of Theorem 5.33 below.

Lemma 5.6. Assume $M(y) \succeq 0$ and $r:=\operatorname{rank} M(y)<\infty$. Set $\mathcal{I}:=\operatorname{Ker} M(y)$. If, for some integer $t \geq 1, \operatorname{rank} M_{t}(y)=r$, then there exist interpolation polynomials $p_{v}\left(v \in V_{\mathbb{C}}(\mathcal{I})\right)$ having degree at most $t$.

Proof. As rank $M_{t}(y)=$ rank $M(y)$, one can choose a basis $\mathcal{B}$ of $\mathbb{R}[\mathbf{x}] / \mathcal{I}$ where $\mathcal{B} \subseteq \mathbb{T}_{t}^{n}$. (Recall Lemma 5.3.) Let $q_{v}\left(v \in V_{\mathbb{C}}(\mathcal{I})\right)$ be interpolation polynomials at the points of $V_{\mathbb{C}}(\mathcal{I})$. Replacing each $q_{v}$ by its residue $p_{v}$ modulo $\mathcal{I}$ w.r.t. the basis $\mathcal{B}$, we obtain a new set of interpolation polynomials $p_{v}\left(v \in V_{\mathbb{C}}(\mathcal{I})\right)$ with $\operatorname{deg} p_{v} \leq t$.

As we saw in Lemma 5.2, the kernel of an infinite moment matrix is an ideal in $\mathbb{R}[\mathbf{x}]$. We now observe that, although the kernel of a truncated moment matrix cannot be claimed to be an ideal, it yet enjoys some 'truncated ideal like' properties. We will use the notion of flat extension of a matrix, introduced earlier in Definition 1.1, as well as Lemma 1.2.

Lemma 5.7. Let $f, g \in \mathbb{R}[\mathbf{x}]$.
(i) If $\operatorname{deg}(f g) \leq t-1$ and $M_{t}(y) \succeq 0$, then

$$
\begin{equation*}
f \in \operatorname{Ker} M_{t}(y) \Longrightarrow f g \in \operatorname{Ker} M_{t}(y) . \tag{5.1}
\end{equation*}
$$

(ii) If $\operatorname{deg}(f g) \leq t$ and $\operatorname{rank} M_{t}(y)=\operatorname{rank} M_{t-1}(y)$, then (5.1) holds.

Proof. It suffices to show the result for $g=\mathbf{x}_{i}$ since the general result follows from repeated applications of this special case. Then, $h:=f \mathbf{x}_{i}=$ $\sum_{\alpha} f_{\alpha} \mathbf{x}^{\alpha+e_{i}}=\sum_{\alpha \mid \alpha \geq e_{i}} f_{\alpha-e_{i}} \mathbf{x}^{\alpha}$. For $\alpha \in \mathbb{N}_{t-1}^{n}$, we have:

$$
\begin{aligned}
\left(M_{t}(y) h\right)_{\alpha} & =\sum_{\gamma} h_{\gamma} y_{\alpha+\gamma}=\sum_{\gamma \mid \gamma \geq e_{i}} f_{\gamma-e_{i}} y_{\alpha+\gamma} \\
& =\sum_{\gamma} f_{\gamma} y_{\alpha+\gamma+e_{i}}=\left(M_{t}(y) f\right)_{\alpha+e_{i}}=0 .
\end{aligned}
$$

In view of Lemma 1.2, this implies $M_{t}(y) h=0$ in both cases (i), (ii).
Example 5.8. Here is an example showing that Lemma 5.7 (i) cannot be extended to the case when $\operatorname{deg}(f g)=t$. For this, consider the sequence $y:=(1,1,1,1,2) \in \mathbb{R}^{\mathbb{N}_{4}^{1}}$ (here $n=1$ ). Thus,

$$
M_{2}(y)=\left(\begin{array}{lll}
1 & 1 & 1  \tag{5.2}\\
1 & 1 & 1 \\
1 & 1 & 2
\end{array}\right) \succeq 0
$$

Then the polynomial $1-\mathbf{x}$ belongs to the kernel of $M_{2}(y)$, but the polynomial $\mathbf{x}(1-\mathbf{x})=\mathbf{x}-\mathbf{x}^{2}$ does not belong to the kernel of $M_{2}(y)$.

### 5.2. Finite atomic measures for truncated moment sequences.

 Theorem 5.1 characterizes the infinite sequences having a finite atomic representing measure. The next question is to characterize the truncated sequences $y \in \mathbb{R}^{\mathbb{N}_{2 t}^{n}}$ having a finite atomic representing measure $\mu$. It turns out that, for a truncated sequence, the existence of a representing measure implies the existence of another one with a finite support (this is not true for infinite sequences). This result, due to Bayer and Teichmann [9],strengthens an earlier result of Putinar [135] which assumed the existence of a measure with a compact support.

ThEOREM 5.9. [9] If a truncated sequence $y \in \mathbb{R}^{\mathbb{N}_{t}^{n}}$ has a representing measure $\mu$, then it has another representing measure $\nu$ which is finitely atomic with $\operatorname{supp}(\nu) \subseteq \operatorname{supp}(\mu)$ and $|\operatorname{supp}(\nu)| \leq\binom{ n+t}{t}$.

Proof. Let $S:=\operatorname{supp}(\mu)$, i.e., $S$ is the smallest closed set for which $\mu\left(\mathbb{R}^{n} \backslash S\right)=0$. Let $\mathcal{C} \subseteq \mathbb{R}^{\mathbb{N}_{t}^{n}}$ denote the convex cone generated by the vectors $\zeta_{t, x}=\left(x^{\alpha}\right)_{\alpha \in \mathbb{N}_{t}^{n}}$ for $x \in S$. Then its closure $\overline{\mathcal{C}}$ is a closed convex cone in $\mathbb{R}^{\mathbb{N}_{t}^{n}}$ and therefore it is equal to the intersection of its supporting halfspaces. That is,

$$
\overline{\mathcal{C}}=\left\{z \in \mathbb{R}^{\mathbb{N}_{t}^{n}} \mid c^{T} z \geq 0 \forall c \in H\right\}
$$

for some $H \subseteq \mathbb{R}^{\mathbb{N}_{t}^{n}}$. Obviously, $y \in \overline{\mathcal{C}}$ since, for any $c \in H$,

$$
c^{T} y=\sum_{\alpha} c_{\alpha} y_{\alpha}=\int_{S}\left(\sum_{\alpha} c_{\alpha} x^{\alpha}\right) \mu(d x) \geq 0
$$

as $\sum_{\alpha} c_{\alpha} x^{\alpha}=c^{T} \zeta_{t, x} \geq 0$ for all $x \in S$. Moreover,

$$
\begin{equation*}
y \text { belongs to the relative interior of } \overline{\mathcal{C}} \text {. } \tag{5.3}
\end{equation*}
$$

To see it, consider a supporting hyperplane $\left\{z \mid c^{T} z=0\right\}(c \in H)$ that does not contain $\overline{\mathcal{C}}$. We show that $c^{T} y>0$. For this, assume $c^{T} y=0$ and set $X:=\left\{x \in S \mid c^{T} \zeta_{t, x}>0\right\}, X_{k}:=\left\{x \in S \left\lvert\, c^{T} \zeta_{t, x} \geq \frac{1}{k}\right.\right\}$ for $k \geq 1$ integer. Then, $X \neq \emptyset$ and $X=\bigcup_{k \geq 1} X_{k}$. We have

$$
0=c^{T} y=\int_{X} c^{T} \zeta_{t, x} \mu(d x) \geq \int_{X_{k}} c^{T} \zeta_{t, x} \mu(d x) \geq \frac{1}{k} \mu\left(X_{k}\right) \geq 0
$$

implying $\mu\left(X_{k}\right)=0$. This shows that $\mu(X)=0$. Now, the set $S \backslash X=$ $\left\{x \in S \mid c^{T} \zeta_{t, x}=0\right\}$ is closed with $\mu\left(\mathbb{R}^{n} \backslash(S \backslash X)\right)=\mu(X)+\mu\left(\mathbb{R}^{n} \backslash S\right)=0$. We reach a contradiction since $S \backslash X$ is a strict closed subset of $S$.

Therefore, (5.3) holds and thus $y$ belongs to the cone $\mathcal{C}$, since the two cones $\mathcal{C}$ and its closure $\overline{\mathcal{C}}$ have the same relative interior. Using Carathéodory's theorem, we deduce that $y$ can be written as a conic combination of at most $\left|\mathbb{N}_{t}^{n}\right|=\binom{n+t}{t}$ vectors $\zeta_{t, x}(x \in S)$; that is, $y$ has an atomic representing measure on $S$ with at most $\binom{n+t}{t}$ atoms.

Remark 5.10. As pointed out by M. Schweighofer, the above proof can be adapted to show the following stronger result: If $y \in \mathbb{R}^{\mathbb{N}_{t}^{n}}$ has a representing measure $\mu$ and $S \subseteq \mathbb{R}^{n}$ is a measurable set with $\mu\left(\mathbb{R}^{n} \backslash S\right)=$ 0 , then $y$ has another representing measure $\nu$ which is finite atomic with $\operatorname{supp}(\nu) \subseteq S$ and $|\operatorname{supp}(\nu)| \leq\binom{ n+t}{t}$.

To see it, let $\mathcal{I} \subseteq \mathbb{R}[\mathbf{x}]$ denote an ideal which is maximal with respect to the property that $\mu\left(\mathbb{R}^{n} \backslash\left(V_{\mathbb{R}}(\mathcal{I}) \cap S\right)\right)=0$ (such an ideal exists by assumption
since $\mathbb{R}[\mathbf{x}]$ is Noetherian). Set $S^{\prime}:=V_{\mathbb{R}}(\mathcal{I}) \cap S$; thus $\mu\left(\mathbb{R}^{n} \backslash S^{\prime}\right)=0$. We now construct a measure $\nu$ with $\operatorname{supp}(\nu) \subseteq S^{\prime}$. For this consider the cone $\mathcal{C}^{\prime}$, defined as the conic hull of the vectors $\zeta_{t, x}\left(x \in S^{\prime}\right)$. Again one can show that $y$ lies in the relative interior of the closure $\overline{\mathcal{C}^{\prime}}$; the proof is analogous but needs some more argument. Namely, suppose $c^{T} z=0$ is a supporting hyperplane for $\overline{\mathcal{C}^{\prime}}$ that does not contain $\overline{\mathcal{C}^{\prime}}$. As above, the set $X:=\left\{x \in S^{\prime} \mid c^{T} \zeta_{t, x}>0\right\}$ has measure $\mu(X)=0$. Consider the polynomial $f:=\sum_{\alpha} c_{\alpha} \mathbf{x}^{\alpha} \in \mathbb{R}[\mathbf{x}]_{t}$ and the ideal $\mathcal{J}:=\mathcal{I}+(f) \subseteq \mathbb{R}[\mathbf{x}]$. Then, $V_{\mathbb{R}}(\mathcal{J})=V_{\mathbb{R}}(\mathcal{I}) \cap V_{\mathbb{R}}(f), V_{\mathbb{R}}(\mathcal{J}) \cap S=\left\{x \in S^{\prime} \mid c^{T} \zeta_{t, x}=0\right\}=S^{\prime} \backslash X$, and thus $\mu\left(\mathbb{R}^{n} \backslash\left(V_{\mathbb{R}}(\mathcal{J}) \cap S\right)\right)=\mu(X)+\mu\left(\mathbb{R}^{n} \backslash S^{\prime}\right)=0$. This implies $\mathcal{J}=\mathcal{I}$ (by our maximality assumption on $\mathcal{I}$ ) and thus $f \in \mathcal{I}$. Hence $f$ vanishes on $S^{\prime} \subseteq V_{\mathbb{R}}(\mathcal{I})$ which implies $X=\emptyset$, yielding a contradiction. The rest of the proof is analogous: $y$ lies in the relative interior of $\overline{\mathcal{C}^{\prime}}$, thus of $\mathcal{C}^{\prime}$; hence we can apply Caratheodory's theorem and conclude that $y$ can be written as a conic combination of at most $\binom{n+t}{t}$ vectors $\zeta_{t, x}$ with $x \in S^{\prime}$.

Example 5.11. As an illustration, consider the case $n=t=1$ and the uniform measure $\mu$ on $[-1,1]$ whose sequence of moments is $y=(2,0) \in \mathbb{R}^{\mathbb{N}_{1}^{1}}$. Theorem 5.9 tells us that there is another representing measure $\nu$ for $y$ with at most two atoms. Indeed, the Dirac measure $\delta_{\{0\}}$ at the origin represents $y$, but if we exclude the origin then we need two atoms to represent $y$; namely $\nu=\delta_{\{\epsilon\}}+\delta_{\{-\epsilon\}}$ represents $y$ for any $\epsilon>0$.

Finding alternative measures with a small number of atoms is also known as the problem of finding cubature (or quadrature) rules for measures. The next result is a direct consequence of Theorem 5.9.

Corollary 5.12. For a measurable set $K \subseteq \mathbb{R}^{n}$ and $y \in \mathbb{R}^{\mathbb{N}_{t}^{n}}$, the following assertions (i)-(iii) are equivalent: (i) y has a representing measure on $K$; (ii) $y$ has an atomic representing measure on $K$; (iii) $y=\sum_{i=1}^{N} \lambda_{i} \delta_{x_{i}}$ for some $\lambda_{i}>0, x_{i} \in K$.

As we saw earlier, Haviland's theorem claims that an infinite sequence $y \in \mathbb{R}^{\mathbb{N}^{n}}$ has a representing measure on a closed subset $K \subseteq \mathbb{R}^{n}$ if and only if $y^{T} p \geq 0$ for all polynomials $p$ nonnegative on $K$; that is, $\mathcal{M}_{K}=\left(\mathcal{P}_{K}\right)^{*}$ in terms of conic duality. One may naturally wonder whether there is an analogue of this result for the truncated moment problem. For this, define

$$
\begin{array}{r}
\mathcal{P}_{K, t}:=\left\{p \in \mathbb{R}[\mathbf{x}]_{t} \mid p \geq 0 \text { on } K\right\}, \\
\mathcal{M}_{K, t}:=\left\{y \in \mathbb{R}^{\mathbb{N}_{t}^{n}} \mid y \text { has a representing measure on } K\right\} .
\end{array}
$$

Obviously, $\mathcal{M}_{K, t} \subseteq\left(\mathcal{P}_{K, t}\right)^{*}$; Tchakaloff [162] proved that equality holds when $K$ is compact.

Theorem 5.13. [162] If $K \subseteq \mathbb{R}^{n}$ is compact, then $\mathcal{M}_{K, t}=\left(\mathcal{P}_{K, t}\right)^{*}$.
Proof. Set $\Delta_{N}:=\left\{\left(\lambda_{1}, \ldots, \lambda_{N}\right) \in \mathbb{R}_{+}^{N} \mid \sum_{i=1}^{N} \lambda_{i}=1\right\}$ and $N:=\binom{n+t}{t}$.

Consider the mapping

$$
\begin{array}{rlll}
\varphi: & \Delta_{N} \times K^{N} & \rightarrow \mathcal{M}_{K, t} \\
& \left(\lambda_{1}, \ldots, \lambda_{N}, v_{1}, \ldots, v_{N}\right) & \mapsto \sum_{i=1}^{N} \lambda_{i} \zeta_{t, v_{i}}
\end{array}
$$

whose image is $\mathcal{M}_{K, t} \cap\left\{y \mid y_{0}=1\right\}$ in view of Theorem 5.9. As $\varphi$ is continuous and $K$ is compact, $\mathcal{M}_{K, t} \cap\left\{y \mid y_{0}=1\right\}$ is the continuous image of a compact set, and thus it is a compact set. This implies that $\mathcal{M}_{K, t}$ is a closed set. Indeed suppose $y^{(i)} \in \mathcal{M}_{K, t}$ converges to $y \in \mathbb{R}^{\mathbb{N}_{t}^{n}}$; we show that $y \in \mathcal{M}_{K, t}$. If $y_{0}>0$ then $y_{0}^{(i)}>0$ for $i$ large enough; the limit of $\frac{y^{(i)}}{y_{0}^{(i)}}$ belongs to $\mathcal{M}_{K, t} \cap\left\{z \mid z_{0}=1\right\}$ and is equal to $\frac{y}{y_{0}}$, which implies $y \in \mathcal{M}_{K, t}$. It suffices now to show that $y_{0}=0$ implies $y=0$. For this, let $\mu^{(i)}$ be a representing measure on $K$ for $y^{(i)}$. As $K$ is compact, there exists a constant $C>0$ such that $\left|x^{\alpha}-1\right| \leq C$ for all $x \in K$ and $\alpha \in \mathbb{N}_{t}^{n}$. Then, $\left|y_{\alpha}^{(i)}-y_{0}^{(i)}\right|=\left|\int_{K}\left(x^{\alpha}-1\right) d \mu^{(i)}(x)\right| \leq \int_{K}\left|x^{\alpha}-1\right| d \mu^{(i)}(x) \leq C \int_{K} d \mu^{(i)}(x)=$ $C y_{0}^{(i)}$. Taking limits as $i \rightarrow \infty$, this implies $\left|y_{\alpha}-y_{0}\right| \leq C y_{0}$ and thus $y_{0}=0$ implies $y=0$.

Now suppose $y \in\left(\mathcal{P}_{K, t}\right)^{*} \backslash \mathcal{M}_{K, t}$. Thus there is a hyperplane separating $y$ from the closed convex set $\mathcal{M}_{K, t}$; that is, there exists $p \in \mathbb{R}[\mathbf{x}]_{t}$ for which $y^{T} p<0$ and $z^{T} p \geq 0$ for all $z \in \mathcal{M}_{K, t}$. Hence $p \notin \mathcal{P}_{K, t}$ and thus $p(a)<0$ for some $a \in K$. Now, $z:=\zeta_{t, a} \in \mathcal{M}_{K, t}$ implies $z^{T} p=p(a) \geq 0$, yielding a contradiction. Therefore, $\mathcal{M}_{K, t}=\left(\mathcal{P}_{K, t}\right)^{*}$, which concludes the proof.

Here is an example (taken from [31]) showing that the inclusion $\mathcal{M}_{K, t} \subseteq\left(\mathcal{P}_{K, t}\right)^{*}$ can be strict for general $K$.

Example 5.14. Consider again the sequence $y:=(1,1,1,1,2) \in$ $\mathbb{R}^{\mathbb{N}_{4}^{1}}$ (with $n=1$ ) from Example 5.8, whose moment matrix of order 2 is shown in (5.2). Then $y \in\left(\mathcal{P}_{\mathbb{R}, 4}\right)^{*}$, since $M_{2}(y) \succeq 0$ and any univariate nonnegative polynomial is a sum of squares. However $y$ does not have a representing measure. Indeed, if $\mu$ is a representing measure for $y$, then its support is contained in $V_{\mathbb{C}}\left(\operatorname{Ker} M_{2}(y)\right) \subseteq\{1\}$ since the polynomial $1-\mathbf{x}$ lies in $\operatorname{Ker} M_{2}(y)$. But then $\mu$ would be the Dirac measure $\delta_{\{1\}}$ which would imply $y_{4}=1$, a contradiction. On the other hand, note that the subsequence $(1,1,1,1)$ of $y$ containing its components up to order 3 does admit the Dirac measure $\delta_{1}$ as representing measure (cf. Theorem 5.15 below for a general statement). Moreover some small perturbation of $y$ does have a representing measure (cf. Example 5.18).

Although the inclusion $\mathcal{M}_{K, t} \subseteq\left(\mathcal{P}_{K, t}\right)^{*}$ is strict in general, Curto and Fialkow [31] can prove the following results. We omit the proofs, which use the Riesz representation theorem and the technical result from Theorem 5.17 about limits of measures.

Theorem 5.15. [31, Th. 2.4] Let $y \in \mathbb{R}^{\mathbb{N}_{2 t}^{n}}$ and let $K$ be a closed subset of $\mathbb{R}^{n}$. If $y \in\left(\mathcal{P}_{K, 2 t}\right)^{*}$, then the subsequence $\left(y_{\alpha}\right)_{\alpha \in \mathbb{N}_{2 t-1}^{n}}$ has a representing measure on $K$.

Theorem 5.16. [31, Th. 2.2] Let $y \in \mathbb{R}^{\mathbb{N}_{2 t}^{n}}$ and let $K$ be a closed subset of $\mathbb{R}^{n}$. Then $y$ has a representing measure on $K$ if and only if $y$ admits an extension $\tilde{y} \in \mathbb{R}^{\mathbb{N}_{2 t+2}^{n}}$ such that $\tilde{y} \in\left(\mathcal{P}_{K, 2 t+2}\right)^{*}$.

The following result of Stochel [160] shows that the truncated moment problem is in fact more general than the (infinite) moment problem. Moreover, it can be used to derive Haviland's theorem from Theorem 5.16.

Theorem 5.17. [160, Th. 4] Let $y \in \mathbb{R}^{\mathbb{N}^{n}}$ and let $K \subseteq \mathbb{R}^{n}$ be a closed set. Then $y$ has a representing measure on $K$ if and only if, for each integer $t \geq 1$, the subsequence $\left(y_{\alpha}\right)_{\alpha \in \mathbb{N}_{t}^{n}}$ has a representing measure on $K$.

The inclusion $\mathcal{M}_{K, t} \subseteq\left(\mathcal{P}_{K, t}\right)^{*}$ is strict in general. However, in the case when $K=\mathbb{R}^{n}$, one can show that equality $\operatorname{cl}\left(\mathcal{M}_{K, t}\right)=\left(\mathcal{P}_{K, t}\right)^{*}$ holds in the three exceptional cases of Hilbert's theorem characterizing when all nonnegative polynomials are sums of squares of polynomials. Note that we have to take the closure of the cone $\mathcal{M}_{K, t}$ since this cone is not closed in general when $K$ is not compact. As an illustration consider again the sequence $y$ from Example 5.14, which in fact lies in $\operatorname{cl}\left(\mathcal{M}_{K, t}\right) \backslash \mathcal{M}_{K, t}$.

Example 5.18. Consider again the sequence $y=(1,1,1,1,2) \in \mathbb{R}^{\mathbb{N}_{4}^{1}}$ from Example 5.14. We saw there that $y \in\left(\mathcal{P}_{K, t}\right)^{*}$ but $y \notin \mathcal{M}_{K, t} \quad(K=\mathbb{R}$, $n=1, t=4)$. However, $y \in \operatorname{cl}\left(\mathcal{M}_{K, t}\right)$. To see it consider the sequence $y_{\epsilon}=\left(1+\epsilon^{4}, 1+\epsilon^{3}, 1+\epsilon^{2}, 1+\epsilon, 2\right)$ for $\epsilon>0$. Then the sequence $y_{\epsilon}$ admits the atomic measure $\delta_{\{1\}}+\epsilon^{4} \delta_{\{1 / \epsilon\}}$ as representing measure and $y=\lim _{\epsilon \rightarrow 0} y_{\epsilon}$, which shows that $y$ belongs to the closure of the convex hull of the moment curve $\left\{\zeta_{4, a} \mid a \in \mathbb{R}\right\}$.

Theorem 5.19. [60] Let $K=\mathbb{R}^{n}$ and assume $n=1$, or $t=2$, or $(n=2, t=4)$. Then $\operatorname{cl}\left(\mathcal{M}_{K, t}\right)=\left(\mathcal{P}_{K, t}\right)^{*}=\left\{y \in \mathbb{R}^{\mathbb{N}_{t}^{n}} \mid M_{t}(y) \succeq 0\right\}$.

Proof. By Hilbert's theorem (Theorem 3.4), we know that any polynomial in $\mathcal{P}_{K, t}$ is a sum of squares and thus $\left(\mathcal{P}_{K, t}\right)^{*}=\left\{y \in \mathbb{R}^{\mathbb{N}_{t}^{n}} \mid M_{t}(y) \succeq 0\right\}$. Suppose that $y$ satisfies $M_{t}(y) \succeq 0$ but $y \notin \operatorname{cl}\left(\mathcal{M}_{K, t}\right)$. Then there exists a hyperplane separating the (closed convex) $\operatorname{cone} \operatorname{cl}\left(\mathcal{M}_{K, t}\right)$ from $y$. That is, there exists a polynomial $p \in \mathbb{R}[\mathbf{x}]_{t}$ for which $p^{T} y<0$ and $p \geq 0$ on $\mathbb{R}^{n}$. Then $p$ is a sum of squares (since we are in one of the three exceptional cases of Hilbert's theorem) which together with $M_{t}(y) \succeq 0$ implies $p^{T} y \geq 0$, yielding a contradiction.

We refer to Henrion [59, 60] for concrete applications of this result to get explicit semidefinite representations of some rational varieties.
5.3. Flat extensions of moment matrices. The main result in this section is Theorem 5.20 below, which provides a key result about flat extensions of moment matrices. Indeed it permits to extend a truncated sequence $y \in \mathbb{R}^{\mathbb{N}_{2 t}^{n}}$, satisfying some 'flat extension' assumption, to an infinite sequence $\tilde{y} \in \mathbb{R}^{\mathbb{N}^{n}}$, satisfying $\operatorname{rank} M(\tilde{y})=\operatorname{rank} M_{t}(y)$. In this way one can then apply the tools developed for infinite moment sequences (e.g., Theorem 5.1) to truncated sequences. Recall the notion of 'flat extension'
from Definition 1.1. In particular, $M_{t}(y)$ is a flat extension of $M_{t-1}(y)$ if $\operatorname{rank} M_{t}(y)=\operatorname{rank} M_{t-1}(y)$.

Theorem 5.20. (Flat extension theorem [28]) Let $y \in \mathbb{R}^{\mathbb{N}_{2 t}^{n}}$. If $M_{t}(y)$ is a flat extension of $M_{t-1}(y)$, then one can extend $y$ to a (unique) vector $\tilde{y} \in \mathbb{R}^{\mathbb{N}_{2 t+2}^{n}}$ in such a way that $M_{t+1}(\tilde{y})$ is a flat extension of $M_{t}(y)$.

We will now give two proofs for this result. The first proof (which follows the treatment in [28]) is completely elementary but with technical details. The second proof (which follows the treatment in [98]) is less technical; it uses some results of commutative algebra and permits to show a more general result (cf. Theorem 5.24).
5.3.1. First proof of the flat extension theorem. We begin with a characterization of moment matrices, which we will use in the proof. By definition, a matrix $M$ (indexed by $\mathbb{N}_{t}^{n}$ ) is a moment matrix if $M_{\alpha, \beta}=$ $M_{\alpha^{\prime}, \beta^{\prime}}$ whenever $\alpha+\beta=\alpha^{\prime}+\beta^{\prime}$. The next lemma shows that it suffices to check this for 'adjacent' pairs $(\alpha, \beta)$ and ( $\alpha^{\prime}, \beta^{\prime}$ ), namely for the pairs for which the Hamming distance between $\alpha$ and $\alpha^{\prime}$ is at most 2 .

Lemma 5.21. Let $M$ be a symmetric matrix indexed by $\mathbb{N}_{t}^{n}$. Then, $M$ is a moment matrix, i.e., $M=M_{t}(y)$ for some sequence $y \in \mathbb{R}^{\mathbb{N}_{2 t}^{n}}$, if and only if the following holds:
(i) $M_{\alpha, \beta}=M_{\alpha-e_{i}, \beta+e_{i}}$ for all $\alpha, \beta \in \mathbb{N}_{t}^{n}, i \in\{1, \ldots, n\}$ such that $\alpha_{i} \geq 1$, $|\beta| \leq t-1$.
(ii) $M_{\alpha, \beta}=M_{\alpha-e_{i}+e_{j}, \beta+e_{i}-e_{j}}$ for all $\alpha, \beta \in \mathbb{N}_{t}^{n}, i, j \in\{1, \ldots, n\}$ such that $\alpha_{i}, \beta_{j} \geq 1,|\alpha|=|\beta|=t$.
Proof. The 'if part' being obvious, we show the 'only if' part. That is, we assume that (i), (ii) hold and we show that $M(\alpha, \beta)=M\left(\alpha^{\prime}, \beta^{\prime}\right)$ whenever $\alpha+\beta=\alpha^{\prime}+\beta^{\prime}$. For this we use induction on the parameter $\delta_{\alpha \beta, \alpha^{\prime} \beta^{\prime}}:=\min \left(\left\|\alpha-\alpha^{\prime}\right\|_{1},\left\|\alpha-\beta^{\prime}\right\|_{1}\right)$. If $\delta_{\alpha \beta, \alpha^{\prime} \beta^{\prime}}=0$, then $(\alpha, \beta)=\left(\alpha^{\prime}, \beta^{\prime}\right)$ and there is nothing to prove. If $\delta_{\alpha \beta, \alpha^{\prime} \beta^{\prime}}=1$, then the result holds by assumption (i). Assume now that $\delta_{\alpha \beta, \alpha^{\prime} \beta^{\prime}} \geq 2$.

Consider first the case when $|\alpha|+|\beta| \leq 2 t-1$. As $\alpha \neq \alpha^{\prime}$ we may assume without loss of generality that $\alpha_{i}^{\prime} \geq \alpha_{i}+1$ for some $i$, implying $\beta_{i}^{\prime} \leq \beta_{i}-1$. Define $\left(\alpha^{\prime \prime}, \beta^{\prime \prime}\right):=\left(\alpha-e_{i}, \beta+e_{i}\right)$. Then, $\delta_{\alpha \beta, \alpha^{\prime \prime} \beta^{\prime \prime}}=\delta_{\alpha \beta, \alpha^{\prime} \beta^{\prime}}-1$. If $\left|\beta^{\prime}\right| \leq t-1$, then $M_{\alpha, \beta}=M_{\alpha^{\prime \prime}, \beta^{\prime \prime}}$ by the induction assumption and $M_{\alpha^{\prime \prime}, \beta^{\prime \prime}}=M_{\alpha^{\prime}, \beta^{\prime}}$ by (i), implying the desired result. Assume now that $\left|\beta^{\prime}\right|=t$ and thus $\left|\alpha^{\prime}\right| \leq t-1$. Then, $|\alpha|-\left|\alpha^{\prime}\right|=t-|\beta| \geq 0$ and thus $\alpha_{i} \geq$ $\alpha_{i}^{\prime}+1$ for some $i$, yielding $\beta_{i}^{\prime} \geq \beta_{i}+1$. Define $\left(\alpha^{\prime \prime}, \beta^{\prime \prime}\right):=\left(\alpha^{\prime}+e_{i}, \beta^{\prime}-e_{i}\right)$. Then $\delta_{\alpha \beta, \alpha^{\prime \prime} \beta^{\prime \prime}}=\delta_{\alpha \beta, \alpha^{\prime} \beta^{\prime}}-1$. Therefore, $M_{\alpha, \beta}=M_{\alpha^{\prime \prime}, \beta^{\prime \prime}}$ by the induction assumption and $M_{\alpha^{\prime \prime}, \beta^{\prime \prime}}=M_{\alpha^{\prime}, \beta^{\prime}}$ by (i), implying the desired result.

We can now suppose that $|\alpha|=|\beta|=\left|\alpha^{\prime}\right|=\left|\beta^{\prime}\right|=t$. Hence, $\alpha_{i}^{\prime} \geq$ $\alpha_{i}+1$ for some $i$ and $\beta_{j}^{\prime} \geq \beta_{j}+1$ for some $j$; moreover $i \neq j$. Define $\left(\alpha^{\prime \prime}, \beta^{\prime \prime}\right):=\left(\alpha^{\prime}-e_{i}+e_{j}, \beta^{\prime}+e_{i}-e_{j}\right)$. Then, $\delta_{\alpha \beta, \alpha^{\prime \prime} \beta^{\prime \prime}}=\delta_{\alpha \beta, \alpha^{\prime} \beta^{\prime}}-2$. Therefore, $M_{\alpha, \beta}=M_{\alpha^{\prime \prime}, \beta^{\prime \prime}}$ by the induction assumption and $M_{\alpha^{\prime \prime}, \beta^{\prime \prime}}=$ $M_{\alpha^{\prime}, \beta^{\prime}}$ by (ii), implying the desired result.

Set $M_{t}:=M_{t}(y)=\left(\begin{array}{cc}A & B \\ B^{T} & C\end{array}\right)$, where $A:=M_{t-1}(y)$. By assumption, $M_{t}$ is a flat extension of $A$. Our objective is to construct a flat extension $N:=\left(\begin{array}{ll}M_{t} & D \\ D^{T} & E\end{array}\right)$ of $M_{t}$, which is a moment matrix. As $M_{t}$ is a flat extension of $A$, we can choose a subset $\mathcal{B} \subseteq \mathbb{N}_{t-1}^{n}$ indexing a maximum set of linearly independent columns of $M_{t}$. Then any column of $M_{t}$ can be expressed (in a unique way) as a linear combination of columns indexed by $\mathcal{B}$. In other words, for any polynomial $p \in \mathbb{R}[\mathbf{x}]_{t}$, there exists a unique polynomial $r \in \operatorname{Span}_{\mathbb{R}}(\mathcal{B})$ for which $p-r \in \operatorname{Ker} M_{t}$.

Lemma 5.7 (ii) plays a central role in the construction of the matrix $N$, i.e., of the matrices $D$ and $E$. Take $\gamma \in \mathbb{N}_{t+1}^{n}$ with $|\gamma|=t+1$. Say, $\gamma_{i} \geq 1$ for some $i=1, \ldots, n$ and $\mathbf{x}^{\gamma-e_{i}}-r \in \operatorname{Ker} M_{t}$, where $r \in \operatorname{Span}_{\mathbb{R}}(\mathcal{B})$. Then it follows from Lemma 5.7 (ii) that $\mathbf{x}_{i}\left(\mathbf{x}^{\gamma-e_{i}}-r\right)$ belongs to the kernel of $N$, the desired flat extension of $M_{t}$. In other words, $N \operatorname{vec}\left(\mathbf{x}^{\gamma}\right)=$ $N \operatorname{vec}\left(\mathbf{x}_{i} r\right)$, which tells us how to define the $\gamma$ th column of $N$, namely, by $D \operatorname{vec}\left(\mathbf{x}^{\gamma}\right)=M_{t} \operatorname{vec}\left(\mathbf{x}_{i} r\right)$ and $E \operatorname{vec}\left(\mathbf{x}^{\gamma}\right)=D^{T} \operatorname{vec}\left(\mathbf{x}_{i} r\right)$. We now verify that these definitions are good, i.e., that they do not depend on the choice of the index $i$ for which $\gamma_{i} \geq 1$.

Lemma 5.22. Let $\gamma \in \mathbb{N}^{n}$ with $|\gamma|=t+1, \gamma_{i}, \gamma_{j} \geq 1$ and let $r, s \in \operatorname{Span}_{\mathbb{R}}(\mathcal{B})$ for which $\mathbf{x}^{\gamma-e_{i}}-r, \mathbf{x}^{\gamma-e_{j}}-s \in \operatorname{Ker} M_{t}$. Then we have $M_{t} \operatorname{vec}\left(\mathbf{x}_{i} r-\mathbf{x}_{j} s\right)=0$ (implying that $D$ is well defined) and $D^{T} \operatorname{vec}\left(\mathbf{x}_{i} r-\mathbf{x}_{j} s\right)=0$ (implying that $E$ is well defined).

Proof. We first show that $M_{t} \operatorname{vec}\left(\mathbf{x}_{i} r-\mathbf{x}_{j} s\right)=0$. In view of Lemma 1.2 (ii), it suffices to show that $\operatorname{vec}\left(\mathbf{x}^{\alpha}\right)^{T} M_{t} \operatorname{vec}\left(\mathbf{x}_{i} r-\mathbf{x}_{j} s\right)=0$ for all $\alpha \in \mathbb{N}_{t-1}^{n}$. Fix $\alpha \in \mathbb{N}_{t-1}^{n}$. Then,

$$
\begin{array}{r}
\operatorname{vec}\left(\mathbf{x}^{\alpha}\right)^{T} M_{t} \operatorname{vec}\left(\mathbf{x}_{i} r-\mathbf{x}_{j} s\right)=\operatorname{vec}\left(\mathbf{x}_{i} \mathbf{x}^{\alpha}\right)^{T} M_{t} r-\operatorname{vec}\left(\mathbf{x}_{j} \mathbf{x}^{\alpha}\right)^{T} M_{t} s \\
=\operatorname{vec}\left(\mathbf{x}_{i} \mathbf{x}^{\alpha}\right)^{T} M_{t} \operatorname{vec}\left(\mathbf{x}^{\gamma-e_{i}}\right)-\operatorname{vec}\left(\mathbf{x}_{j} \mathbf{x}^{\alpha}\right)^{T} M_{t} \operatorname{vec}\left(\mathbf{x}^{\gamma-e_{j}}\right) \\
=y^{T} \operatorname{vec}\left(\mathbf{x}_{i} \mathbf{x}^{\alpha} \mathbf{x}^{\gamma-e_{i}}\right)-y^{T} \operatorname{vec}\left(\mathbf{x}_{j} \mathbf{x}^{\alpha} \mathbf{x}^{\gamma-e_{j}}\right)=0,
\end{array}
$$

where we have used the fact that $r-\mathbf{x}^{\gamma-e_{i}}, s-\mathbf{x}^{\gamma-e_{j}} \in \operatorname{Ker} M_{t}$ for the second equality, and Lemma 4.1 for the third equality. We now show that $D^{T} \operatorname{vec}\left(\mathbf{x}_{i} r-\mathbf{x}_{j} s\right)=0$, i.e., $\operatorname{vec}\left(\mathbf{x}_{i} r-\mathbf{x}_{j} s\right)^{T} D \operatorname{vec}\left(\mathbf{x}^{\delta}\right)=0$ for all $|\delta|=t+1$. Fix $\delta \in \mathbb{N}_{t+1}^{n}$. Say, $\delta_{k} \geq 1$ and $\mathbf{x}^{\delta-e_{k}}-u \in \operatorname{Ker} M_{t}$, where $u \in \operatorname{Span}_{\mathbb{R}}(\mathcal{B})$. Then, $D \operatorname{vec}\left(\mathbf{x}^{\delta}\right)=M_{t} \operatorname{vec}\left(\mathbf{x}_{k} u\right)$ by construction. Using the above, this implies $\operatorname{vec}\left(\mathbf{x}_{i} r-\mathbf{x}_{j} s\right)^{T} D \operatorname{vec}\left(\mathbf{x}^{\delta}\right)=\operatorname{vec}\left(\mathbf{x}_{i} r-\mathbf{x}_{j} s\right)^{T} M_{t} \operatorname{vec}\left(\mathbf{x}_{k} u\right)=0$.

We now verify that the matrix $N$ is a moment matrix, i.e., that $N$ satisfies the conditions (i), (ii) from Lemma 5.21.

Lemma 5.23.
(i) $N_{\gamma, \delta}=N_{\gamma+e_{i}, \delta-e_{i}}$ for $\gamma, \delta \in \mathbb{N}_{t+1}^{n}$ with $\delta_{i} \geq 1$ and $|\gamma| \leq t$.
(ii) $N_{\gamma, \delta}=N_{\gamma-e_{j}+e_{i}, \delta+e_{j}-e_{i}}$ for $\gamma, \delta \in \mathbb{N}_{t+1}^{n}$ with $\gamma_{j} \geq 1, \delta_{i} \geq 1,|\gamma|=$ $|\delta|=t+1$.

Proof. (i) Assume $\mathbf{x}^{\delta-e_{i}}-r, \mathbf{x}^{\gamma}-s \in \operatorname{Ker} M_{t}$ for some $r, s \in \operatorname{Span}_{\mathbb{R}}(\mathcal{B})$; then $\mathbf{x}^{\delta}-\mathbf{x}_{i} r, \mathbf{x}_{i} \mathbf{x}^{\gamma}-\mathbf{x}_{i} s \in \operatorname{Ker} N$, by construction. We have

$$
\begin{array}{r}
\operatorname{vec}\left(\mathbf{x}^{\gamma}\right)^{T} N \operatorname{vec}\left(\mathbf{x}^{\delta}\right)=\operatorname{vec}\left(\mathbf{x}^{\gamma}\right)^{T} N \operatorname{vec}\left(\mathbf{x}_{i} r\right)=\operatorname{vec}\left(\mathbf{x}^{\gamma}\right)^{T} M_{t} \operatorname{vec}\left(\mathbf{x}_{i} r\right) \\
=s^{T} M_{t} \operatorname{vec}\left(\mathbf{x}_{i} r\right)=\operatorname{vec}\left(\mathbf{x}_{i} s\right)^{T} M_{t} r=\operatorname{vec}\left(\mathbf{x}_{i} s\right)^{T} M_{t} \operatorname{vec}\left(\mathbf{x}^{\delta-e_{i}}\right) \\
=\operatorname{vec}\left(\mathbf{x}_{i} s\right)^{T} N \operatorname{vec}\left(\mathbf{x}^{\delta-e_{i}}\right)=\operatorname{vec}\left(\mathbf{x}_{i} \mathbf{x}^{\gamma}\right)^{T} N \operatorname{vec}\left(\mathbf{x}^{\delta-e_{i}}\right) .
\end{array}
$$

This shows $N_{\gamma, \delta}=N_{\gamma+e_{i}, \delta-e_{i}}$.
(ii) Let $r, s \in \operatorname{Span}_{\mathbb{R}}(\mathcal{B})$ for which $\mathbf{x}^{\delta-e_{i}}-r, \mathbf{x}^{\gamma-e_{j}}-s \in \operatorname{Ker} M_{t}$. Then, $\mathbf{x}^{\delta}-\mathbf{x}_{i} r, \mathbf{x}_{j} \mathbf{x}^{\delta-e_{i}}-\mathbf{x}_{j} r, \mathbf{x}^{\gamma}-\mathbf{x}_{j} s, \mathbf{x}_{i} \mathbf{x}^{\gamma-e_{j}}-\mathbf{x}_{i} s \in \operatorname{Ker} N$ by construction. We have

$$
\begin{array}{r}
\operatorname{vec}\left(\mathbf{x}^{\gamma}\right)^{T} N \operatorname{vec}\left(\mathbf{x}^{\delta}\right)=\operatorname{vec}\left(\mathbf{x}_{j} s\right)^{T} N \operatorname{vec}\left(\mathbf{x}_{i} r\right)=\operatorname{vec}\left(\mathbf{x}_{j} s\right)^{T} M_{t} \operatorname{vec}\left(\mathbf{x}_{i} r\right) \\
=\operatorname{vec}\left(\mathbf{x}_{i} s\right)^{T} M_{t} \operatorname{vec}\left(\mathbf{x}_{j} r\right)=\operatorname{vec}\left(\mathbf{x}_{i} s\right)^{T} N \operatorname{vec}\left(\mathbf{x}_{j} r\right) \\
=\operatorname{vec}\left(\mathbf{x}^{\gamma-e_{j}+e_{i}}\right)^{T} N \operatorname{vec}\left(\mathbf{x}^{\delta-e_{i}+e_{j}}\right),
\end{array}
$$

which shows $N_{\gamma, \delta}=N_{\gamma-e_{j}+e_{i}, \delta+e_{j}-e_{i}}$.
This concludes the proof of Theorem 5.20.
5.3.2. A generalized flat extension theorem. Theorem 5.20 considers moment matrices indexed by $\mathbb{N}_{t}^{n}$, corresponding to the full set of monomials of degree at most $t$. We now state a more general result which applies to matrices indexed by an arbitrary set of monomials (assumed to be connected to 1 ). We need some definitions.

Given a set of monomials $\mathcal{C} \subseteq \mathbb{T}^{n}$, set

$$
\mathcal{C}^{+}:=\mathcal{C} \cup \bigcup_{i=1}^{n} \mathbf{x}_{i} \mathcal{C}=\left\{m, \mathbf{x}_{1} m, \ldots, \mathbf{x}_{n} m \mid m \in \mathcal{C}\right\}, \partial \mathcal{C}:=\mathcal{C}^{+} \backslash \mathcal{C}
$$

called respectively the closure and the border of $\mathcal{C}$. Set also

$$
\mathcal{C} \cdot \mathcal{C}:=\{a b \mid a, b \in \mathcal{C}\}
$$

Recall that $\mathcal{C} \subseteq \mathbb{T}_{n}$ is connected to 1 if $1 \in \mathcal{C}$ and every nonconstant monomial $m \in \mathcal{C}$ can be written as $m=\mathbf{x}_{i_{1}} \cdots \mathbf{x}_{i_{k}}$ with $\mathbf{x}_{i_{1}}, \mathbf{x}_{i_{1}} \mathbf{x}_{i_{2}}, \ldots, \mathbf{x}_{i_{1}} \cdots \mathbf{x}_{i_{k}} \in \mathcal{C}$. For instance, $\mathcal{C}$ is connected to 1 if $\mathcal{C}$ is closed under taking divisions. For example, $\left\{1, \mathbf{x}_{2}, \mathbf{x}_{1} \mathbf{x}_{2}\right\}$ is connected to 1 but $\left\{1, \mathbf{x}_{1} \mathbf{x}_{2}\right\}$ is not.

Here it will turn out to be more convenient to index matrices by monomials $a=\mathbf{x}^{\alpha} \in \mathbb{T}^{n}$ rather than by integer sequences $\alpha \in \mathbb{N}^{n}$. So we now consider matrices $M$ indexed by an arbitrary monomial set $\mathcal{C} \subseteq \mathbb{T}^{n}$; then $M$ is said to be a moment matrix if $M_{a, b}=M_{a^{\prime}, b^{\prime}}$ for all $a, b, a^{\prime}, b^{\prime} \in \mathcal{C}$ with $a b=a^{\prime} b^{\prime}$. Thus the entries of $M$ are given by a sequence $y$ indexed by the set $\mathcal{C} \cdot \mathcal{C}$. For convenience we also denote $M$ by $M_{\mathcal{C}}(y)$. When $\mathcal{C}=\mathbb{T}_{t}^{n}$, $M_{\mathcal{C}}(y)=M_{t}(y)$, i.e. we find the moment matrix $M_{t}(y)$ which we have considered so far.

We can now formulate the generalized flat extension theorem.
Theorem 5.24. (Generalized flat extension theorem [98]) Consider a sequence $y=\left(y_{a}\right)_{a \in \mathcal{C}^{+} \cdot \mathcal{C}^{+}}$, where $\mathcal{C} \subseteq \mathbb{T}^{n}$ is a finite set of monomials assumed to be connected to 1. If $M_{\mathcal{C}^{+}}(y)$ is a flat extension of $M_{\mathcal{C}}(y)$, then there exists a (unique) sequence $\tilde{y}=(\tilde{y})_{a \in \mathbb{T}^{n}}$ for which $M(\tilde{y})$ is a flat extension of $M_{\mathcal{C}^{+}}(y)$.

We first give an example (taken from [98]) showing that the assumption that $\mathcal{C}$ be connected to 1 cannot be removed in the above theorem.

Example 5.25. In the univariate case, consider the set of monomials $\mathcal{C}:=\left\{1, \mathbf{x}^{3}\right\}$, with border $\partial \mathcal{C}=\left\{\mathbf{x}, \mathbf{x}^{4}\right\} ; \mathcal{C}$ is not connected to 1 and $\mathcal{C}^{+} \cdot \mathcal{C}^{+}$ consists of all monomials of degree at most 8. Consider the sequence $y \in \mathbb{R}^{8}$ with entries $y_{m}=1$ for $m \in\left\{1, \mathbf{x}, \mathbf{x}^{2}\right\}, y_{m}=b$ for $m \in\left\{\mathbf{x}^{3}, \mathbf{x}^{4}, \mathbf{x}^{5}\right\}$, and $y_{m}=c$ for $m \in\left\{\mathbf{x}^{6}, \mathbf{x}^{7}, \mathbf{x}^{8}\right\}$, where $b, c \in \mathbb{R}$ satisfy $c \neq b^{2}$. Then $M_{\mathcal{C}^{+}}(y)$ is a flat extension of $M_{\mathcal{C}}(y)$, but there is no flat extension of $M_{\mathcal{C}^{+}}(y)$. Indeed, such an extension has the form:

As the polynomials $1-\mathbf{x}$ and $\mathbf{x}^{3}-\mathbf{x}^{4}$ belong to $\operatorname{Ker} M_{\mathcal{C}^{+}}(y)$, they also belong to $\operatorname{Ker} M_{\mathcal{C}+\cup\left\{\mathbf{x}^{2}\right\}}(y)$, which implies $b=1$ and $b=c$, contradicting our choice $c \neq b^{2}$.

When $\mathcal{C}=\mathbb{T}_{t}^{n}$, Theorem 5.24 coincides with the flat extension theorem from Theorem 5.20. Note that, in this case, the following additionnal condition holds:
$\exists \mathcal{B} \subseteq \mathcal{C}$ s.t. $\mathcal{B}$ is connected to 1 and indexes a column basis of $M_{\mathcal{C}}(y)$.
It is indeed not difficult to show that a moment matrix $M_{t}(y)$ satisfies this condition (5.4); for instance such $\mathcal{B}$ can be constructed by selecting the linearly independent columns of $M_{t}(y)$ in a greedy way after ordering the monomials of $\mathbb{T}_{t}^{n}$ according to a total degree ordering.

Although Theorem 5.24 does not need the condition (5.4), its proof turns out to be a bit simpler when this additionnal condition holds, one reason for this being that we can then use the result of Theorem 2.16 about commuting multiplication matrices. We now give a proof of Theorem 5.24 and we will point out where the simplification occurs when (5.4) holds.

Proof of Theorem 5.24. For the proof it is convenient to use the language of linear forms. Namely, to the sequence $y \in \mathbb{R}^{\mathcal{C}^{+}} \cdot \mathcal{C}^{+}$corresponds the linear form $L \in\left(\operatorname{Span}\left(\mathcal{C}^{+} \cdot \mathcal{C}^{+}\right)\right)^{*}$ defined by $L(p):=\sum_{a \in \mathcal{C}^{+} \cdot \mathcal{C}^{+}} p_{a} y_{a}$ for
$p=\sum_{a \in \mathcal{C}^{+} \cdot \mathcal{C}^{+}} p_{a} a \in \operatorname{Span}\left(\mathcal{C}^{+} \cdot \mathcal{C}^{+}\right)$. Let us set for short $M_{\mathcal{C}^{+}}:=M_{\mathcal{C}^{+}}(y)=$ $\left(L\left(c c^{\prime}\right)\right)_{c, c^{\prime} \in \mathcal{C}^{+}}$and $M_{\mathcal{C}}:=M_{\mathcal{C}}(y)=\left(L\left(c c^{\prime}\right)_{c, c^{\prime} \in \mathcal{C}}\right.$. Our assumption is that $\operatorname{rank} M_{\mathcal{C}^{+}}=\operatorname{rank} M_{\mathcal{C}}$. This directly implies the following observations which we will often use in the proof: For $p \in \operatorname{Span}\left(\mathcal{C}^{+}\right)$,

$$
\begin{array}{r}
p \in \operatorname{Ker} M_{\mathcal{C}^{+}} \stackrel{\text { def. }}{\Longleftrightarrow} L(a p)=0 \forall a \in \mathcal{C}^{+} \Longleftrightarrow L(a p)=0 \forall a \in \mathcal{C},  \tag{5.5}\\
p \in \operatorname{Ker} M_{\mathcal{C}^{+}} \text {and } \mathbf{x}_{i} p \in \operatorname{Span}\left(\mathcal{C}^{+}\right) \Longrightarrow \mathbf{x}_{i} p \in \operatorname{Ker} M_{\mathcal{C}^{+}} .
\end{array}
$$

Our objective is to construct a linear form $\tilde{L} \in \mathbb{R}[\mathbf{x}]^{*}$ whose moment matrix $\tilde{M}:=(L(a \cdot b))_{a, b \in \mathbb{T}^{n}}$ is a flat extension of $M_{\mathcal{C}^{+}}$. Let $\mathcal{B} \subseteq \mathcal{C}$ index a maximum set of linearly independent columns of $M_{\mathcal{C}}$. We may assume that $1 \in \mathcal{B}$, as $L$ would be zero if no such basis exists. Then we have the following direct sum decomposition:

$$
\operatorname{Span}\left(\mathcal{C}^{+}\right)=\operatorname{Span}(\mathcal{B}) \oplus \operatorname{Ker} M_{\mathcal{C}^{+}} .
$$

Let $\pi$ denote the projection from $\operatorname{Span}\left(\mathcal{C}^{+}\right)$on $\operatorname{Span}(\mathcal{B})$ along $\operatorname{Ker} M_{\mathcal{C}^{+}}$, so that $f(p):=p-\pi(p) \in \operatorname{Ker} M_{\mathcal{C}^{+}}$for all $p \in \operatorname{Span}\left(\mathcal{C}^{+}\right)$. Then the set

$$
F:=\{f(m)=m-\pi(m) \mid m \in \partial \mathcal{B}\} \subseteq \operatorname{Ker} M_{\mathcal{C}^{+}}
$$

is a rewriting family for $\mathcal{B}$, i.e. all polynomials can be expressed modulo the ideal $(F)$ in the linear span of $\mathcal{B}$ (recall the definition from Section 2.5). Thus,

$$
\begin{equation*}
\operatorname{dim} \mathbb{R}[\mathbf{x}] /(F) \leq|\mathcal{B}| \tag{5.6}
\end{equation*}
$$

As in (2.17), define for each $i=1, \ldots, n$ the linear operator

$$
\begin{aligned}
\chi_{i}: \quad \operatorname{Span}(\mathcal{B}) & \rightarrow \\
p & \mapsto \operatorname{Span}(\mathcal{B}) \\
& \pi\left(\mathbf{x}_{i} p\right)
\end{aligned}
$$

which can be viewed as an 'abstract' multiplication operator. First we show that $\chi_{1}, \ldots, \chi_{n}$ commute pairwise.

LEMMA 5.26. $\chi_{i} \circ \chi_{j}=\chi_{j} \circ \chi_{i}$.
Proof. Let $m \in \mathcal{B}$. Write $\pi\left(\mathbf{x}_{i} m\right):=\sum_{b \in \mathcal{B}} \lambda_{b}^{i} b\left(\lambda_{b}^{i} \in \mathbb{R}\right)$. We have:

$$
\begin{aligned}
\chi_{j} \circ \chi_{i}(m) & =\chi_{j}\left(\sum_{b \in \mathcal{B}} \lambda_{b}^{i} b\right)=\sum_{b \in \mathcal{B}} \lambda_{b}^{i} \chi_{j}(b) \\
& =\sum_{b \in \mathcal{B}} \lambda_{b}^{i}\left(\mathbf{x}_{j} b-f\left(\mathbf{x}_{j} b\right)\right) \\
& =\mathbf{x}_{j}\left(\sum_{b \in \mathcal{B}} \lambda_{b}^{i} b\right)-\sum_{b \in \mathcal{B}} \lambda_{b}^{i} f\left(\mathbf{x}_{j} b\right) \\
& =\mathbf{x}_{j}\left(\mathbf{x}_{i} m-f\left(\mathbf{x}_{i} m\right)\right)-\sum_{b \in \mathcal{B}} \lambda_{b}^{i} f\left(\mathbf{x}_{j} b\right) .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
p & :=\chi_{j} \circ \chi_{i}(m)-\chi_{i} \circ \chi_{j}(m) \\
& =\underbrace{\mathbf{x}_{i} f\left(\mathbf{x}_{j} m\right)-\mathbf{x}_{j} f\left(\mathbf{x}_{i} m\right)}_{p_{1}}+\underbrace{\sum_{b \in \mathcal{B}} \lambda_{b}^{j} f\left(\mathbf{x}_{j} b\right)-\lambda_{b}^{i} f\left(\mathbf{x}_{i} b\right)}_{p_{2}} .
\end{aligned}
$$

We show that $p_{1} \in \operatorname{Ker} M_{\mathcal{C}^{+}}$. Indeed, for any $a \in \mathcal{C}, L\left(a p_{1}\right)=$ $L\left(a \mathbf{x}_{i} f\left(\mathbf{x}_{j} m\right)\right)-L\left(a \mathbf{x}_{j} f\left(\mathbf{x}_{i} m\right)\right)=0$ since $a \mathbf{x}_{i}, a \mathbf{x}_{j} \in \mathcal{C}^{+}$and $f\left(\mathbf{x}_{i} m\right), f\left(\mathbf{x}_{j} m\right) \in \operatorname{Ker} M_{\mathcal{C}^{+}}$; in view of (5.5), this shows $p_{1} \in \operatorname{Ker} M_{\mathcal{C}^{+}}$. As $p_{2} \in \operatorname{Ker} M_{\mathcal{C}^{+}}$too, this implies $p \in \operatorname{Ker} M_{\mathcal{C}^{+}}$and thus $p=0$, because $p \in \operatorname{Span}(\mathcal{B})$.

If the set $\mathcal{B}$ is connected to 1 , then we can conclude using Theorem 2.16 that $\mathcal{B}$ is a linear basis of $\mathbb{R}[\mathbf{x}] /(F)$. Thus we have the direct sum decomposition: $\mathbb{R}[\mathbf{x}]=\operatorname{Span}(\mathcal{B}) \oplus(F)$. Letting $\tilde{\pi}$ denote the projection onto $\operatorname{Span}(\mathcal{B})$ along $(F)$, we can define $\tilde{L} \in \mathbb{R}[\mathbf{x}]^{*}$ by $\tilde{L}(p)=L(\tilde{\pi}(p))$ for all $p \in \mathbb{R}[\mathbf{x}]$. Remains to verify that $\tilde{L}$ is the desired extension of $L$.

We now proceed with the proof without the assumption that $\mathcal{B}$ is connected to 1 . We cannot use Theorem 2.16, but we will use some ideas of its proof. Namely, as the $\chi_{i}$ 's commute, we can define $f(\chi):=f\left(\chi_{1}, \ldots, \chi_{n}\right)$ for any polynomial $f$, and thus the mapping

$$
\left.\begin{array}{rl}
\varphi: \mathbb{R}[\mathbf{x}] & \rightarrow \\
& \operatorname{Span}(\mathcal{B}) \\
f & \mapsto
\end{array}\right) f(\chi)(1)
$$

(recall that $1 \in \mathcal{B})$. Note that $\varphi(f g)=f(\chi)(\varphi(g))$ for any $f, g \in \mathbb{R}[\mathbf{x}]$. From this follows that $\operatorname{Ker} \varphi$ is an ideal in $\mathbb{R}[\mathbf{x}]$.

Lemma 5.27. $\varphi=\pi$ on $\operatorname{Span}\left(\mathcal{C}^{+}\right)$.
Proof. We show that $\varphi(m)=\pi(m)$ for all $m \in \mathcal{C}^{+}$by induction on the degree of $m$. If $m=1$ the result is obvious. Let $m \in \mathcal{C}^{+}$. As $\mathcal{C}$ is connected to 1 , we can write $m=\mathbf{x}_{i} m_{1}$. Thus $\varphi\left(m_{1}\right)=\pi\left(m_{1}\right)$ by the induction assumption. Then, $\varphi(m)=\chi_{i}\left(\varphi\left(m_{1}\right)\right)=\chi_{i}\left(\pi\left(m_{1}\right)\right)=$ $\pi\left(\mathbf{x}_{i} \pi\left(m_{1}\right)\right)$ is thus equal to $\mathbf{x}_{i} \pi\left(m_{1}\right)+\kappa$ for some $\kappa \in \operatorname{Ker} M_{\mathcal{C}^{+}}$. On the other hand, $m=\mathbf{x}_{i} m_{1}=\mathbf{x}_{i}\left(\pi\left(m_{1}\right)+\kappa_{1}\right)$ for some $\kappa_{1} \in \operatorname{Ker} M_{\mathcal{C}^{+}}$. Thus, $m=\varphi(m)-\kappa+\mathbf{x}_{i} \kappa_{1}$. Hence, $\mathbf{x}_{i} \kappa_{1} \in \operatorname{Span}\left(\mathcal{C}^{+}\right)$. As $\kappa_{1} \in \operatorname{Ker} M_{\mathcal{C}^{+}}$, this implies $\mathbf{x}_{i} \kappa_{1} \in \operatorname{Ker} M_{\mathcal{C}^{+}}(y)$ and thus $\varphi(m)=\pi(m)$.

This implies directly:

$$
\begin{equation*}
L(p q)=L(p \varphi(q)) \text { for all } p, q \in \operatorname{Span}\left(\mathcal{C}^{+}\right) \tag{5.7}
\end{equation*}
$$

Moreover, $\varphi(b)=b$ for all $b \in \mathcal{B}$, so that $\varphi$ is onto. Hence $\varphi$ is the projection onto $\operatorname{Span}(\mathcal{B})$ and we have the direct sum decomposition:

$$
\mathbb{R}[\mathbf{x}]=\operatorname{Span}(\mathcal{B}) \oplus \operatorname{Ker} \varphi
$$

We now define $\tilde{L} \in \mathbb{R}[\mathbf{x}]^{*}$ by

$$
\tilde{L}(f)=L(\varphi(f)) \quad \text { for all } f \in \mathbb{R}[\mathbf{x}]
$$

Note that $\operatorname{Ker} \varphi \subseteq \operatorname{Ker} M(\tilde{L})$. Indeed, if $p \in \operatorname{Ker} \varphi$ and $q \in \mathbb{R}[\mathbf{x}], \tilde{L}(p q)=$ $L(\varphi(p q))=L(q(\bar{\chi})(\varphi(p)))=0$. We now verify that $\tilde{L}$ is the desired flat extension of $L$. The next lemma implies that $\tilde{L}$ is an extension of $L$.

Lemma 5.28. $L(p q)=L(\varphi(p q))$ for all $p, q \in \operatorname{Span}\left(\mathcal{C}^{+}\right)$.
Proof. First we show that $L(m b)=L(\varphi(m b))$ for all $b \in \mathcal{B}, m \in$ $\mathcal{C}^{+}$, by induction on the degree of $m$. The result is obvious if $m=1$. Else, write $m=\mathbf{x}_{i} m_{1}$ where $m_{1} \in \mathcal{C}^{+}$. By the induction assumption, we know that $L\left(m_{1} q\right)=L\left(\varphi\left(m_{1} q\right)\right)$ for all $q \in \operatorname{Span}(\mathcal{B})$. Let $b \in \mathcal{B}$. We have $L(m b)=L\left(m_{1} \mathbf{x}_{i} b\right)=L\left(m_{1} \varphi\left(\mathbf{x}_{i} b\right)\right.$ ) (by 5.7), which in turn is equal to $L\left(\varphi\left(m_{1} \varphi\left(\mathbf{x}_{i} b\right)\right)\right.$ ) (using the induction assumption), and thus to $L(\varphi(m b))$, since $\varphi\left(\mathbf{x}_{i} b\right)=\chi_{i}(b)$ giving $\varphi\left(m_{1} \varphi\left(\mathbf{x}_{i} b\right)\right)=m_{1}(\chi)\left(\varphi\left(\mathbf{x}_{i} b\right)\right)=$ $m_{1}(\chi)\left(\chi_{i}(b)\right)=m(\chi)(b)=\varphi(m b)$. Finally, for $p, q \in \operatorname{Span}\left(\mathcal{C}^{+}\right), L(p q)=$ $L(p \varphi(q))$ (by 5.7 ), which in turn is equal to $L(\varphi(p \varphi(q)))$ (by the above) and thus to $L(p(\chi)(\varphi(q)))=L(\varphi(p q))$, which concludes the proof.

Thus $\tilde{L}$ is an extension of $L$. Indeed, for $p, q \in \operatorname{Span}\left(\mathcal{C}^{+}\right), \tilde{L}(p q)=$ $L(\varphi(p q))$ is equal to $L(p q)$ by Lemma 5.28. Moreover, $M(\tilde{L})$ is a flat extension of $M_{\mathcal{C}^{+}}(L)$. Indeed, on the one hand, we have $\operatorname{rank} M(\tilde{L}) \geq$ $\operatorname{rank} M_{\mathcal{C}^{+}}(L)=|\mathcal{B}|$. On the other hand, as $(F) \subseteq\left(\operatorname{Ker} M_{\mathcal{C}^{+}}\right) \subseteq \operatorname{Ker} \varphi \subseteq$ $\operatorname{Ker} M(\tilde{L})$, we have

$$
\begin{aligned}
& \operatorname{rank} M(\tilde{L})=\operatorname{dim} \mathbb{R}[\mathbf{x}] / \operatorname{Ker} M(\tilde{L}) \leq \operatorname{dim} \mathbb{R}[\mathbf{x}] / \operatorname{Ker} \varphi \\
& \leq \operatorname{dim} \mathbb{R}[\mathbf{x}] /\left(\operatorname{Ker} M_{\mathcal{C}^{+}}\right) \leq \operatorname{dim} \mathbb{R}[\mathbf{x}] /(F) \leq|\mathcal{B}|
\end{aligned}
$$

(recall (5.6)). Thus equality holds throughout, $\operatorname{rank} M(\tilde{L})=\operatorname{rank} M_{\mathcal{C}^{+}}(L)$, and $\operatorname{Ker} M(\tilde{L})=\operatorname{Ker} \varphi=\left(\operatorname{Ker} M_{\mathcal{C}^{+}}\right)$.

Finally, suppose that $L^{\prime} \in \mathbb{R}[\mathbf{x}]^{*}$ is another linear form whose moment matrix $M^{\prime}$ is a flat extension of $M_{\mathcal{C}^{+}}$, then $\operatorname{Ker} \varphi=\left(\operatorname{Ker} M_{\mathcal{C}^{+}}\right) \subseteq \operatorname{Ker} M^{\prime}$. This implies that $L^{\prime}(p)=L^{\prime}(\varphi(p))=L(\varphi(p))=\tilde{L}(p)$ for all $p \in \mathbb{R}[\mathbf{x}]$. This shows the unicity of the flat extension of $M_{\mathcal{C}^{+}}$, which concludes the proof of Theorem 5.24.
5.4. Flat extensions and representing measures. We group here several results about the truncated moment problem. The first result from Theorem 5.29 essentially follows from the flat extension theorem (Theorem 5.20) combined with Theorem 5.1 about finite rank (infinite) moment matrices. This result is in fact the main ingredient that will be used for the extraction procedure of global minimizers in the polynomial optimization problem (see Section 6.7).

Theorem 5.29. Let $y \in \mathbb{R}^{\mathbb{N}_{2 t}^{n}}$ for which $M_{t}(y) \succeq 0$ and $\operatorname{rank} M_{t}(y)=$ rank $M_{t-1}(y)$. Then $y$ can be extended to a (unique) vector $\tilde{y} \in \mathbb{R}^{\mathbb{N}^{n}}$ satisfying $M(\tilde{y}) \succeq 0, \operatorname{rank} M(\tilde{y})=\operatorname{rank} M_{t}(y)$, and $\operatorname{Ker} M(\tilde{y})=\left(\operatorname{Ker} M_{t}(y)\right)$, the ideal generated by $\operatorname{Ker} M_{t}(y)$. Moreover, any set $\mathcal{B} \subseteq \mathbb{T}_{t-1}^{n}$ indexing a maximum nonsingular principal submatrix of $M_{t-1}(y)$ is a basis of $\mathbb{R}[\mathbf{x}] /\left(\operatorname{Ker} M_{t}(y)\right)$. Finally, $\tilde{y}$, and thus $y$, has a (unique) representing measure $\mu$, which is r-atomic with $\operatorname{supp}(\mu)=V_{\mathbb{C}}\left(\operatorname{Ker} M_{t}(y)\right)$.

Proof. Applying iteratively Theorem 5.20 we find an extension $\tilde{y} \in \mathbb{R}^{\mathbb{N}^{n}}$ of $y$ for which $M(\tilde{y})$ is a flat extension of $M_{t}(y)$; thus $\operatorname{rank} M(\tilde{y})=$
$\operatorname{rank} M_{t}(y)=: r$ and $M(\tilde{y}) \succeq 0$. By Theorem 5.1, $\tilde{y}$ has a (unique) representing measure $\mu$, which is $r$-atomic and satisfies $\operatorname{supp}(\mu)=V_{\mathbb{C}}(\operatorname{Ker} M(\tilde{y}))$. To conclude the proof, it suffices to verify that $\left(\operatorname{Ker} M_{t}(y)\right)=\operatorname{Ker} M(\tilde{y})$, as this implies directly $\operatorname{supp}(\mu)=V_{\mathbb{C}}(\operatorname{Ker} M(\tilde{y}))=V_{\mathbb{C}}\left(\operatorname{Ker} M_{t}(y)\right)$. Obviously, $\operatorname{Ker} M_{t}(y) \subseteq \operatorname{Ker} M(\tilde{y})$, implying $\left(\operatorname{Ker} M_{t}(y)\right) \subseteq \operatorname{Ker} M(\tilde{y})$. We now show the reverse inclusion. Let $\mathcal{B} \subseteq \mathbb{T}_{t-1}^{n}$ index a maximum nonsingular principal submatrix of $M_{t-1}(y)$. Thus $|\mathcal{B}|=r$ and $\mathcal{B}$ also indexes a maximum nonsingular principal submatrix of $M(\tilde{y})$. Hence, by Lemma $5.3, \mathcal{B}$ is a basis of $\mathbb{R}[\mathbf{x}] / \operatorname{Ker} M(\tilde{y})$. We show that $\mathcal{B}$ is a generating set in $\mathbb{R}[\mathbf{x}] /\left(\operatorname{Ker} M_{t}(y)\right)$; that is, for all $\beta \in \mathbb{N}^{n}$,

$$
\begin{equation*}
\mathbf{x}^{\beta} \in \operatorname{Span}_{\mathbb{R}}(\mathcal{B})+\left(\operatorname{Ker} M_{t}(y)\right) \tag{5.8}
\end{equation*}
$$

We prove (5.8) using induction on $|\beta|$. If $|\beta| \leq t$, (5.8) holds since $\mathcal{B}$ indexes a basis of the column space of $M_{t}(y)$. Assume $|\beta| \geq t+1$. Write $\mathbf{x}^{\beta}=\mathbf{x}_{i} \mathbf{x}^{\gamma}$ where $|\gamma|=|\beta|-1$. By the induction assumption, $\mathbf{x}^{\gamma}=\sum_{\mathbf{x}^{\alpha} \in \mathcal{B}} \lambda_{\alpha} \mathbf{x}^{\alpha}+q$, where $\lambda_{\alpha} \in \mathbb{R}$ and $q \in\left(\operatorname{Ker} M_{t}(y)\right)$. Then, $\mathbf{x}^{\beta}=\mathbf{x}_{i} \mathbf{x}^{\gamma}=\sum_{\mathbf{x}^{\alpha} \in \mathcal{B}} \lambda_{\alpha} \mathbf{x}_{i} \mathbf{x}^{\alpha}+\mathbf{x}_{i} q$. Obviously, $\mathbf{x}_{i} q \in\left(\operatorname{Ker} M_{t}(y)\right)$. For $\mathbf{x}^{\alpha} \in \mathcal{B}, \operatorname{deg}\left(\mathbf{x}_{i} \mathbf{x}^{\alpha}\right) \leq t$ and, therefore, $\mathbf{x}_{i} \mathbf{x}^{\alpha} \in \operatorname{Span}_{\mathbb{R}}(\mathcal{B})+\left(\operatorname{Ker} M_{t}(y)\right)$. From this follows that $\mathbf{x}^{\beta} \in \operatorname{Span}_{\mathbb{R}}(\mathcal{B})+\left(\operatorname{Ker} M_{t}(y)\right)$. Thus (5.8) holds for all $\beta \in \mathbb{N}^{n}$. Take $p \in \operatorname{Ker} M(\tilde{y})$. In view of (5.8), we can write $p=p_{0}+q$, where $p_{0} \in \operatorname{Span}_{\mathbb{R}}(\mathcal{B})$ and $q \in\left(\operatorname{Ker} M_{t}(y)\right)$. Hence, $p-q \in \operatorname{Ker} M(\tilde{y}) \cap \operatorname{Span}_{\mathbb{R}}(\mathcal{B})$, which implies $p-q=0$, since $\mathcal{B}$ is a basis of $\mathbb{R}[\mathbf{x}] / \operatorname{Ker} M(\tilde{y})$. Therefore, $p=q \in\left(\operatorname{Ker} M_{t}(y)\right)$, which concludes the proof for equality $\operatorname{Ker} M(\tilde{y})=\left(\operatorname{Ker} M_{t}(y)\right)$.

We now give several results characterizing existence of a finite atomic measure for truncated sequences. By Lemma 4.2 (i), a necessary condition for the existence of a finite atomic reprenting measure $\mu$ for a sequence $y \in$ $\mathbb{R}^{\mathbb{N}_{2 t}^{n}}$ is that its moment matrix $M_{t}(y)$ has rank at most $|\operatorname{supp}(\mu)|$. Theorem 5.30 below gives a characterization for the existence of a minimum atomic measure, i.e., satisfying $|\operatorname{supp}(\mu)|=\operatorname{rank} M_{t}(y)$. Then Theorem 5.31 deals with the general case of existence of a finite atomic representing measure and Theorems 5.33 and 5.34 give the analogous results for existence of a measure supported by a prescribed semialgebraic set. In these results, the notion of flat extension studied in the preceding section plays a central role.

THEOREM 5.30. [28] The following assertions are equivalent for $y \in$ $\mathbb{R}^{\mathbb{N}_{2 t}^{n}}$.
(i) y has a $\left(\operatorname{rank} M_{t}(y)\right)$-atomic representing measure.
(ii) $M_{t}(y) \succeq 0$ and one can extend $y$ to a vector $\tilde{y} \in \mathbb{R}^{\mathbb{N}_{2 t+2}^{n}}$ in such a way that $M_{t+1}(\tilde{y})$ is a flat extension of $M_{t}(y)$.
Proof. Directly from Theorems 5.1 and 5.20.
Theorem 5.31. [29, 41] Let $y \in \mathbb{R}^{\mathbb{N}_{2 t}^{n}}, r:=\operatorname{rank} M_{t}(y)$ and $v:=$ $\left|V_{\mathbb{R}}\left(\operatorname{Ker} M_{t}(y)\right)\right| \leq \infty$. Consider the following assertions:
(i) $y$ has a representing measure.
(ii) y has a $\binom{n+2 t}{2 t}$-atomic representing measure.
(iii) $M_{t}(y) \succeq 0$ and there exists an integer $k \geq 0$ for which $y$ can be extended to a vector $\tilde{y} \in \mathbb{R}^{\mathbb{N}_{2(t+k+1)}^{n}}$ in such a way that $M_{t+k}(\tilde{y}) \succeq 0$ and $M_{t+k+1}(\tilde{y})$ is a flat extension of $M_{t+k}(\tilde{y})$.
(iv) $r \leq v<\infty$ and $y$ can be extended to a vector $\tilde{y} \in \mathbb{R}^{\mathbb{N}_{2(t+v-r+1)}^{n}}$ in such a way that $M_{t+v-r+1}(\tilde{y}) \succeq 0$ and $\operatorname{rank} M_{t+v-r+1}(\tilde{y}) \leq$ $\left|V_{\mathbb{R}}\left(\operatorname{Ker} M_{t+v-r+1}(\tilde{y})\right)\right|$.
Then, (i) $\Longleftrightarrow$ (ii) $\Longleftrightarrow$ (iii) and, when $v<\infty$, (i) $\Longleftrightarrow$ (iv). Moreover one can assume in (iii) that $k \leq\binom{ n+2 t}{2 t}-r$ and, when $v<\infty$, that $k \leq v-r$.

Proof. The equivalence of (i) and (ii) follows from Theorem 5.9 and the implication (iii) $\Longrightarrow$ (i) follows from Theorem 5.29.

Assume now that (ii) holds; i.e., $y$ has a finite atomic representing measure $\mu$ with $|\operatorname{supp}(\mu)| \leq\binom{ n+2 t}{2 t}$. First we show that (iii) holds with $k \leq\binom{ n+2 t}{2 t}-r$. Indeed, $y$ can be extended to the sequence $\tilde{y} \in \mathbb{R}^{\mathbb{N}^{n}}$ consisting of all the moments of the measure $\mu$. Then $M(\tilde{y}) \succeq 0$ and $\operatorname{rank} M(\tilde{y})=$ $|\operatorname{supp}(\mu)|=\left|V_{\mathbb{R}}(\operatorname{Ker} M(\tilde{y}))\right|\left(\right.$ by Theorem 5.1 (ii)). As $\operatorname{rank} M_{t+k}(\tilde{y}) \leq$ $\operatorname{rank} M_{t+k+1}(\tilde{y}) \leq \operatorname{rank} M(\tilde{y}) \leq\binom{ n+2 t}{2 t}$ for all $k \in \mathbb{N}$, there exists a smallest integer $k$ for which $\operatorname{rank} M_{t+k}(\tilde{y})=\operatorname{rank} M_{t+k+1}(\tilde{y})$. Then, $\operatorname{rank} M_{t+k}(\tilde{y})>\operatorname{rank} M_{t+k-1}(\tilde{y})>\ldots>\operatorname{rank} M_{t}(\tilde{y})=\operatorname{rank} M_{t}(y)=r$, which implies rank $M_{t+k}(\tilde{y}) \geq r+k$ and thus $k \leq\binom{ n+2 t}{2 t}-r$. This concludes the proof of equivalence of (i), (ii) and (iii).

Assume now that (ii) holds and $v:=\left|V_{\mathbb{R}}\left(\operatorname{Ker} M_{t}(y)\right)\right|<\infty$; we show that (iv) holds and $k \leq v-r$. We use the fact that, for any $s \geq t$, $\operatorname{Ker} M_{t}(y) \subseteq \operatorname{Ker} M_{s}(\tilde{y}) \subseteq \operatorname{Ker} M(\tilde{y})$, which implies $\left|V_{\mathbb{R}}(\operatorname{Ker} M(\tilde{y}))\right| \leq$ $\left|V_{\mathbb{R}}\left(\operatorname{Ker} M_{s}(\tilde{y})\right)\right| \leq\left|V_{\mathbb{R}}\left(\operatorname{Ker} M_{t}(y)\right)\right|$. By the above we have: $r+k \leq$ $\operatorname{rank} M_{t+k}(\tilde{y}) \leq \operatorname{rank} M(\tilde{y})=\left|V_{\mathbb{R}}(\operatorname{Ker} M(\tilde{y}))\right| \leq\left|V_{\mathbb{R}}\left(\operatorname{Ker} M_{t}(y)\right)\right|=v$, giving $k \leq v-r$ (and thus $r \leq v$ ). Moreover, $\operatorname{rank} M_{t+v-r+1}(\tilde{y}) \leq$ $\operatorname{rank} M(\tilde{y}) \leq\left|V_{\mathbb{R}}\left(\operatorname{Ker} M_{t+v-r+1}(\tilde{y})\right)\right|$, showing (iv).

Finally assume (iv) holds; we show (iii). Indeed we have $r=\operatorname{rank} M_{t}(y) \leq \operatorname{rank} M_{t+v-r+1}(\tilde{y}) \leq\left|V_{\mathbb{R}}\left(\operatorname{Ker} M_{t+v-r+1}(\tilde{y})\right)\right| \leq$ $\left|V_{\mathbb{R}}\left(\operatorname{Ker} M_{t}(y)\right)\right|=v$. Hence, there exists $k \in\{0, \ldots, v-r\}$ for which $\operatorname{rank} M_{t+k+1}(\tilde{y})=\operatorname{rank} M_{t+k}(\tilde{y})$ for, if not, we would have $\operatorname{rank} M_{t+v-r+1}(\tilde{y}) \geq \operatorname{rank} M_{t}(y)+v-r+1=v+1$, contradicting $\operatorname{rank} M_{t+v-r+1}(\tilde{y}) \leq v$. Thus (iii) holds, moreover with $k \leq v-r$.

REmARK 5.32. Theorem 5.31 provides conditions characterizing the existence of a representing measure for a truncated sequence. It is however not clear how to check these conditions and the smallest integer $k$ for which (iii) holds as well as the gap $v-r$ may be large. We refer to Fialkow [41] for a detailed treatment of such issues.

Let us observe here that in some instances the bound $v-r$ is better than the bound $\binom{n+2 t}{2 t}-r$. For instance, as observed in [41], in the 2-dimensional case $(n=2), v \leq t^{2}$ by Bezout theorem, implying $\binom{2 t+2}{2 t}-v \geq\binom{ 2 t+2}{2 t}-t^{2}=t^{2}+3 t+1$. Moreover, Fialkow [41] constructs an instance with large gap $v-r \geq\binom{ t-1}{2}$. For this choose two polynomi-
als $p, q \in \mathbb{R}\left[x_{1}, x_{2}\right]_{t}$ having $t^{2}$ common zeros in $\mathbb{R}^{2}$, i.e., $\left|V_{\mathbb{R}}(p, q)\right|=t^{2}$. Let $\mu$ be a measure on $\mathbb{R}^{2}$ with support $V_{\mathbb{R}}(p, q)$ and let $y$ be its sequence of moments. Then, $V_{\mathbb{R}}\left(\operatorname{Ker} M_{t}(y)\right)=V_{\mathbb{R}}(p, q)$ and thus $v=t^{2}$. Indeed, $t^{2}=|\operatorname{supp}(\mu)| \leq\left|V_{\mathbb{R}}\left(\operatorname{Ker} M_{t}(y)\right)\right|$ and $V_{\mathbb{R}}\left(\operatorname{Ker} M_{t}(y)\right) \subseteq V_{\mathbb{R}}(p, q)$ since $p, q \in \operatorname{Ker} M_{t}(y)$. Moreover, $r=\operatorname{rank} M_{t}(y) \leq\left|\mathbb{N}_{t}^{2}\right|-2=\binom{t+2}{2}-2$ which implies $v-r \geq t^{2}-\binom{t+2}{2}+2=\binom{t-1}{2}$.

The next two theorems (from Curto and Fialkow [30]) extend the results from Theorems 5.30 and 5.31 to truncated sequences having a finite atomic representing measure whose support is contained in a prescribed semialgebraic set $K$. As indicated in [95], they can be derived easily from Theorems 5.30 and 5.31 using Lemma 5.6. In what follows $K$ is as in (1.2) and $d_{K}$ as in (1.10). One may assume w.l.o.g. that the polynomials $g_{j}$ defining $K$ are not constant; thus $d_{g_{j}} \geq 1$. For convenience we set $d_{K}:=1$ if $m=0$, i.e., if there are no constraints defining the set $K$, in which case $K=\mathbb{R}^{n}$.

Theorem 5.33. [30] Let $K$ be the set from (1.2) and $d_{K}=$ $\max _{j=1, \ldots, m} d_{g_{j}}$. The following assertions are equivalent for $y \in \mathbb{R}^{\mathbb{N}_{2 t}^{n}}$.
(i) y has a (rank $\left.M_{t}(y)\right)$-atomic representing measure $\mu$ whose support is contained in $K$.
(ii) $M_{t}(y) \succeq 0$ and $y$ can be extended to a vector $\tilde{y} \in \mathbb{R}^{\mathbb{N}_{2\left(t+d_{K}\right)}^{n}}$ in such a way that $M_{t+d_{K}}(\tilde{y})$ is a flat extension of $M_{t}(y)$ and $M_{t}\left(g_{j} \tilde{y}\right) \succeq 0$ for $j=1, \ldots, m$.
Then, setting $r_{j}:=\operatorname{rank} M_{t}\left(g_{j} \tilde{y}\right)$, exactly $r-r_{j}$ of the atoms in the support of $\mu$ belong to the set of roots of the polynomial $g_{j}(x)$. Moreover $\mu$ is a representing measure for $\tilde{y}$.

Proof. The implication (i) $\Longrightarrow$ (ii) follows from Theorem 5.1 together with Lemma 4.2 (ii). Conversely, assume that (ii) holds and set $r:=$ rank $M_{t}(y)$. By Theorem $5.30(($ ii $) \Longrightarrow(i)), y$ has a $r$-atomic representing measure $\mu$; say, $\mu=\sum_{v \in S} \lambda_{v} \delta_{v}$ where $\lambda_{v}>0,|S|=r$. We prove that $S \subseteq$ $K$; that is, $g_{j}(v) \geq 0$ for all $v \in S$. By Lemma 5.6, there exist interpolation polynomials $p_{v}(v \in S)$ having degree at most $t$. Then, $p_{v}^{T} M_{t}\left(g_{j} y\right) p_{v}=$ $\sum_{u \in S}\left(p_{v}(u)\right)^{2} g_{j}(u) \lambda_{u}=g_{j}(v) \lambda_{v} \geq 0$, since $M_{t}\left(g_{j} y\right) \succeq 0$. This implies that $g_{j}(v) \geq 0$ for all $j=1, \ldots, m$ and $v \in S$, and thus $S \subseteq K$. That is, the measure $\mu$ is supported by the set $K$.

We now verify that $r-r_{j}$ of the points of $S$ are zeros of the polynomial $g_{j}$. Denote by $\tilde{y} \in \mathbb{R}^{\mathbb{N}^{n}}$ the (infinite) sequence of moments of the measure $\mu$; then $g_{j} \tilde{y}$ is the (infinite) sequence of moments of the measure $\mu_{j}:=$ $\sum_{v \in S} \lambda_{v} g_{j}(v) \delta_{v}$. Thus, $\tilde{y}$ (resp., $g_{j} \tilde{y}$ ) is an extension of $y$ (resp., $g_{j} y$ ). Moreover, $\operatorname{rank} M\left(g_{j} \tilde{y}\right)=\left|\left\{v \in S \mid g_{j}(v)>0\right\}\right|$. We now verify that $M\left(g_{j} \tilde{y}\right)$ is a flat extension of $M_{t}\left(g_{j} \tilde{y}\right)$, which implies that $r_{j}=\mid\{v \in S \mid$ $\left.g_{j}(v)>0\right\} \mid$, giving the desired result. For this we note that $\operatorname{Ker} M(\tilde{y}) \subseteq$ $\operatorname{Ker} M\left(g_{j} \tilde{y}\right)$. Indeed, if $p \in \operatorname{Ker} M(\tilde{y})$ then, using Lemma 4.1, $p^{T} M\left(g_{j} \tilde{y}\right) p=$ $\operatorname{vec}\left(p g_{j}\right)^{T} M(\tilde{y}) p=0$. Now, as $M(\tilde{y})$ is a flat extension of $M_{t}(y)$, it follows that $M\left(g_{j} \tilde{y}\right)$ is a flat extension of $M_{t}\left(g_{j} \tilde{y}\right)$ too.

Theorem 5.34. [30] Let $K$ be the set from (1.2) and $d_{K}=$ $\max _{j=1, \ldots, m} d_{g_{j}}$. The following assertions are equivalent for $y \in \mathbb{R}^{\mathbb{N}_{2 t}^{n}}$.
(i) y has a (finite atomic) representing measure whose support is contained in $K$.
(ii) $M_{t}(y) \succeq 0$ and there exists an integer $k \geq 0$ for which $y$ can be extended to a vector $\tilde{y} \in \mathbb{R}^{\mathbb{N}_{2\left(t+k+d_{K}\right)}^{n}}$ in such a way that $M_{t+k+d_{K}}(\tilde{y}) \succeq$ $0, M_{t+k+d_{K}}(\tilde{y})$ is a flat extension of $M_{t+k}(\tilde{y})$, and $M_{t+k}\left(g_{j} \tilde{y}\right) \succeq 0$ for $j=1, \ldots, m$.
Proof. Analogously using Theorems 5.31 and 5.33.
5.5. The truncated moment problem in the univariate case.

We review here some of the main results about the truncated moment problem in the univariate case. Namely we give characterizations for the truncated sequences $y \in \mathbb{R}^{\mathbb{N}_{t}^{1}}$ having a representing measure on an interval $K=[0, \infty)$ and $K=[-1,1]$. We follow the treatment in [27] but simplify some arguments. We need a definition.

Given a sequence $y \in \mathbb{R}^{\mathbb{N}_{2 t}^{1}}$, consider its moment matrix $M_{t}(y)$, indexed by $\left\{1, \mathbf{x}, \ldots, \mathbf{x}^{t}\right\}$. Then, $\operatorname{rk}(y)$ is defined as the smallest integer $r$ for which the column of $M_{t}(y)$ indexed by $\mathbf{x}^{r}$ lies in the linear span of the columns indexed by $\left\{1, \mathbf{x}, \ldots, \mathbf{x}^{r-1}\right\}$ if such integer exists, and $\operatorname{rk}(y):=t+1$ otherwise. When $M_{t}(y) \succeq 0, \operatorname{rk}(y)$ is also equal to the smallest integer $r$ for which $M_{r}(y)$ is singular, with $\operatorname{rk}(y)=t+1$ if $M_{t}(y) \succ 0$ (easy verification using Lemma 1.2 (iii)).

Assume $M_{t}(y) \succeq 0$ and let $r:=\operatorname{rk}(y)$. If $r=t+1$, then $M_{t}(y) \succ 0$ and $\operatorname{rank} M_{t}(y)=t+1=r$. Assume now $r \leq t$; that is, $M_{r-1}(y) \succ 0$ and $\operatorname{rank} M_{r}(y)=\operatorname{rank} M_{r-1}(y)=r$. We now observe that $\operatorname{rank} M_{t}(y)=r$ or $r+1$. Indeed there exists a unique polynomial $f$ of degree $r$, belonging to the kernel of $M_{t}(y)$. By the 'ideal-like' property of $\operatorname{Ker} M_{t}(y)$ (Lemma 5.7), $\mathbf{x}^{p} f \in \operatorname{Ker} M_{t}(y)$ for all $p \leq t-r-1$, and thus $\operatorname{rank} M_{t-1}(y)=$ rank $M_{r-1}(y)=r$. Hence there are two cases:
(a) Either $\mathbf{x}^{t-r} f \in \operatorname{Ker} M_{t}(y)$; then $\operatorname{rank} M_{t}(y)=r$ (i.e. $M_{t}(y)$ is a flat extension of $\left.M_{r-1}(y)\right)$.
(b) $\operatorname{Or} \mathbf{x}^{t-r} f \notin \operatorname{Ker} M_{t}(y)$; then $\operatorname{rank} M_{t}(y)=r+1$.

The next lemma gives more details.
Lemma 5.35. Given $y=\left(y_{i}\right)_{i=0}^{2 t}$, let $r:=r k(y)$ and assume $M_{t}(y) \succeq$ 0 . The following assertions are equivalent.
(i) $\operatorname{rank} M_{t}(y)=r$.
(ii) There exists scalars $y_{2 t+1}, y_{2 t+2} \in \mathbb{R}$ for which the extended sequence $\tilde{y}^{T}:=\left(y^{T}, y_{2 t+1}, y_{2 t+2}\right)$ satisfies $M_{t+1}(\tilde{y})$ is a flat extension of $M_{t}(y)$.
(iii) There exists scalars $y_{2 t+1}, y_{2 t+2} \in \mathbb{R}$ for which the extended sequence $\tilde{y}^{T}:=\left(y^{T}, y_{2 t+1}, y_{2 t+2}\right)$ satisfies $M_{t+1}(\tilde{y}) \succeq 0$.
Proof. (ii) $\Longrightarrow$ (iii) is obvious. We now show (iii) $\Longrightarrow$ (i). Assume (iii) holds. If $M_{t}(y) \succ 0$, then rank $M_{t}(y)=t+1=r$ and (i) holds. Otherwise, let $f$ be the unique polynomial of degree $r$ in $\operatorname{Ker} M_{t}(y)$ (as defined above). Lemma 5.7 applied to $M_{t+1}(\tilde{y})$ implies $\mathbf{x}^{t-r} f \in \operatorname{Ker} M_{t+1}(\tilde{y})$ and thus
$\mathbf{x}^{t-r} f \in \operatorname{Ker} M_{t}(y)$. Hence we are in the above case (a), showing (i).
Remains to show (i) $\Longrightarrow$ (ii). When $M_{t}(y) \succ 0$, set $y_{2 t+1}:=0, v^{T}:=$ $\left(y_{t+1}, \ldots, y_{2 t}, y_{2 t+1}\right), \lambda:=\left(M_{t}(y)\right)^{-1} v$, and $y_{2 t+2}:=v^{T} \lambda$. Then $M_{t+1}(\tilde{y})$ is a flat extension of $M_{t}(y)$, showing (ii). Assume now rank $M_{t}(y)=r \leq t$. Then $M_{t}(y)$ is a flat extension of $M_{t-1}(y)$ and thus the existence of a flat extension $M_{t+1}(\tilde{y})$ of $M_{t}(y)$ follows from the flat extension theorem (Theorem 5.20). We now give the explicit argument, which is simple in the univariate case.

For an integer $0 \leq i \leq t$, let $v[i]$ denote the column of $M_{t}(y)$ indexed by $\mathbf{x}^{i}$, and set $v[t+1]^{T}:=\left(y_{t+1}, \ldots, y_{2 t}, y_{2 t+1}\right)$ where $y_{2 t+1}$ has to be determined. Thus $v[i]_{j}=y_{i+j}$. Write the unique polynomial $f \in \operatorname{Ker} M_{t}(y)$ of degree $r$ as $f=\mathbf{x}^{r}-\sum_{j=0}^{r-1} \lambda_{j} \mathbf{x}^{j}$. By assumption,

$$
\begin{equation*}
v[r+p]=\sum_{j=0}^{r-1} \lambda_{j} v[j+p] \quad \forall p=0,1, \ldots, t-r . \tag{5.9}
\end{equation*}
$$

Set $y_{2 t+1}:=\sum_{j=0}^{r-1} \lambda_{j} y_{j-r+2 t+1}$. It suffices now to verify that $v[t+1]=$ $\sum_{j=0}^{r-1} \lambda_{j} v[j+t-r+1]$, i.e. $v[t+1]_{s}=\sum_{j=0}^{r-1} \lambda_{j} v[j+t-r+1]_{s}$ for all $s=0, \ldots, t$. This is true for $s=t$ by the definition of $y_{2 t+1}$. For $s \leq t-1$, $v[t+1]_{s}=v[t]_{s+1}=\sum_{j=0}^{r-1} \lambda_{j} v[j+t-r]_{s+1}=\sum_{j=0}^{r-1} \lambda_{j} v[j+t-r+1]_{s}$, where we have used the case $p=t-r$ of (5.9) for the second equation.

We now present characterizations for the Hamburger, Stieltjes and Hausdorff truncated moment problems. We will use the results from the preceding sections about flat extensions of moment matrices; namely, the following result from Theorem 5.30: If $M_{t}(y) \succeq 0$ has a flat extension $M_{t+1}(\tilde{y})$ then $y$ has an atomic representing measure. For a sequence $y=$ $\left(y_{i}\right)_{i=0}^{t}$ and $0 \leq i \leq j \leq t$, we set $y[i ; j]^{T}=\left(y_{i}, y_{i+1}, \ldots, y_{j}\right)$.

THEOREM 5.36. (Hamburger truncated moment problem)
(i) (odd case) $y=\left(y_{i}\right)_{i=0}^{2 t+1}$ has a representing measure on $\mathbb{R} \Longleftrightarrow$ $M_{t}(y) \succeq 0$ and $y[t+1 ; 2 t+1] \in \mathcal{R}\left(M_{t}(y)\right)$.
(ii) (even case) $y=\left(y_{i}\right)_{i=0}^{2 t}$ has a representing measure on $\mathbb{R} \Longleftrightarrow$ $M_{t}(y) \succeq 0$ and $\operatorname{rank} M_{t}(y)=r k(y)$.
Proof. (i) If $y$ has a measure, then $y$ has an extension $\tilde{y}$ for which $M_{t+1}(\tilde{y}) \succeq 0$; the condition $y[t+1 ; 2 t+1] \in \mathcal{R}\left(M_{t}(y)\right)$ follows using Lemma 1.2 (iv) applied to $M_{t+1}(\tilde{y})$. Conversely, $y[t+1 ; 2 t+1] \in \mathcal{R}\left(M_{t}(y)\right)$ implies $y[t+1 ; 2 t+1]=M_{t}(y) \lambda$ for some $\lambda \in \mathbb{R}^{t+1}$. Set $y_{2 t+2}:=y[t+1 ; 2 t+1]^{T} \lambda$, $\tilde{y}^{T}:=\left(y^{T}, y_{2 t+2}\right)$; then we obtain a flat extension $M_{t+1}(\tilde{y})$ of $M_{t}(y)$, thus showing that $y$ has a representing measure.
(ii) follows using Lemma 5.35.

EXAMPLE 5.37. As an illustration consider again the sequence $y=$ $(1,1,1,1,2) \in \mathbb{R}^{\mathbb{N}_{4}^{1}}$ from Example 5.14. Then $M_{2}(y) \succeq 0$ but $y$ has no representing measure, which is consistent with the fact that $r k(y)=1<$ rank $M_{2}(y)=2$. However, recall from Example 5.18 that a small perturbation of $y$ does have a representing measure.

Theorem 5.38. (Stieltjes truncated moment problem)
(i) (odd case) $y=\left(y_{i}\right)_{i=0}^{2 t+1}$ has a representing measure on $\mathbb{R}_{+} \Longleftrightarrow$ $M_{t}(y) \succeq 0, M_{t}(\mathbf{x} y) \succeq 0$, and $y[t+1 ; 2 t+1] \in \mathcal{R}\left(M_{t}(y)\right)$.
(ii) (even case) $y=\left(y_{i}\right)_{i=0}^{2 t}$ has a representing measure on $\mathbb{R}_{+} \Longleftrightarrow$ $M_{t}(y) \succeq 0, M_{t-1}(\mathrm{x} y) \succeq 0$, and $y[t+1 ; 2 t] \in \mathcal{R}\left(M_{t-1}(\mathrm{x} y)\right)$.
Proof. We only show the implications ' $\Longleftarrow$ ' as the reverse implications can be shown with similar arguments as in the previous theorem.
(i) Let $y=\left(y_{i}\right)_{i=0}^{2 t+1}$ such that $M_{t}(y) \succeq 0, M_{t}(\mathbf{x} y) \succeq 0$, and $y[t+1 ; 2 t+1] \in$ $\mathcal{R}\left(M_{t}(y)\right)$. Then, $y[t+1 ; 2 t+1]=M_{t}(y) \lambda$ for some $\lambda \in \mathbb{R}^{t+1}$. Set $y_{2 t+2}:=$ $y[t+1 ; 2 t+1]^{T} \lambda$ and $\tilde{y}^{T}:=\left(y^{T}, y_{2 t+2}\right)$. Then $M_{t+1}(\tilde{y})$ is a flat extension of $M_{t}(y)$. Thus $\tilde{y}$ has an atomic measure $\mu=\sum_{i=1}^{r} a_{i} \delta_{x_{i}}$ (with $a_{i}>0$ and $x_{i} \in \mathbb{R}$ ). Using Lemma 5.6 we can find interpolation polynomials $p_{x_{i}}$ at the $x_{i}$ 's having degree at most $t$. The condition $M_{t}(\mathbf{x} y) \succeq 0$ can then be used to derive $x_{i} \geq 0$ from $p_{x_{i}}^{T} M_{t}(\mathbf{x} y) p_{x_{i}} \geq 0$. Thus $\mu$ is supported by $\mathbb{R}_{+}$, showing (i).
(ii) Let $y=\left(y_{i}\right)_{i=0}^{2 t}$ such that $M_{t}(y) \succeq 0, M_{t-1}(\mathbf{x} y) \succeq 0$, and $y[t+1 ; 2 t] \in$ $\mathcal{R}\left(M_{t-1}(\mathbf{x} y)\right)$. As $y[t+1 ; 2 t] \in \mathcal{R}\left(M_{t-1}(\mathbf{x} y)\right)$, we can find $y_{2 t+1}$ for which $M_{t}(\mathbf{x} \tilde{y})$ is a flat extension of $M_{t-1}(\mathbf{x} y)$, after setting $\tilde{y}^{T}:=\left(y^{T}, y_{2 t+1}\right)$. As the matrix $Z:=\binom{M_{t-1}(\mathbf{x} y)}{y[t+1 ; 2 t]^{T}}$ coincides with the submatrix of $M_{t}(y)$ consisting of its columns indexed by $\left\{\mathbf{x}, \ldots, \mathbf{x}^{t-1}\right\}, \tilde{y}[t+1 ; 2 t+1]$ belongs to $\mathcal{R}(Z) \subseteq \mathcal{R}\left(M_{t}(y)\right)$. Together with $M_{t}(\tilde{y})=M_{t}(y) \succeq 0$ and $M_{t}(\mathbf{x} \tilde{y}) \succeq 0$, we deduce from the preceding case (i) that $\tilde{y}$, and thus $y$, has a representing measure on $\mathbb{R}_{+}$.

Theorem 5.39. (Hausdorff truncated moment problem) Let $a<b$ be real numbers.
(i) (odd case) $y=\left(y_{i}\right)_{i=0}^{2 t+1}$ has a representing measure on $[a, b] \Longleftrightarrow$ $b M_{t}(y)-M_{t}(\mathbf{x} y) \succeq 0$ and $M_{t}(\mathbf{x} y)-a M_{t}(y) \succeq 0$.
(ii) (even case) $y=\left(y_{i}\right)_{i=0}^{2 t}$ has a representing measure on $[a, b] \Longleftrightarrow$ $M_{t}(y) \succeq 0$ and $-M_{t-1}\left(\mathbf{x}^{2} y\right)+(a+b) M_{t-1}(\mathbf{x} y)-a b M_{t-1}(y) \succeq 0$.
Proof. To show (i) (resp., (ii)), apply Theorem 3.23 (ii) (resp., the even case of (i)) combined with Theorem 5.13.
We now give another direct proof for (i). First we show that $y[t+1 ; 2 t+1] \in$ $\mathcal{R}\left(M_{t}(y)\right)$. Indeed,

$$
(b-a) M_{t}(y)=\underbrace{\left(b M_{t}(y)-M_{t}(\mathbf{x} y)\right)}_{Z_{1}}+\underbrace{\left(M_{t}(\mathbf{x} y)-a M_{t}(y)\right)}_{Z_{2}},
$$

where $Z_{1}, Z_{2} \succeq 0$. This implies $\operatorname{Ker} M_{t}(y) \subseteq \operatorname{Ker} Z_{1}$, and thus $\operatorname{Ker} M_{t}(y) \subseteq$ Ker $M_{t}(\mathbf{x} y)$. As $y[t+1 ; 2 t+1]$ is a row of $M_{t}(\mathbf{x} y)$ (namely, its row indexed by $\left.\mathbf{x}^{t}\right), y[t+1 ; 2 t+1] \in\left(\operatorname{Ker} M_{t}(\mathbf{x} y)\right)^{\perp} \subseteq\left(\operatorname{Ker} M_{t}(y)\right)^{\perp}=\mathcal{R}\left(M_{t}(y)\right)$. The rest of the proof now goes along the same lines as for Theorem 5.38 (i). Namely, define $y_{2 t+2}$ and $\tilde{y}^{T}:=\left(y^{T}, y_{2 t+2}\right)$ such that $M_{t+1}(\tilde{y})$ is a flat extension of $M_{t}(y)$. Thus $\tilde{y}$ has an atomic representing measure $\mu=\sum_{i=1}^{r} a_{i} \delta_{x_{i}}$ and it
suffices to verify that all $x_{i} \in[a, b]$. This can be verified as in the previous theorem using interpolation polynomials at the $x_{i}$ 's of degree at most $t$. $\square$

## Part 2: Application to Optimization

## 6. Back to the polynomial optimization problem.

6.1. Hierarchies of relaxations. We consider again the optimization problem (1.1). Following Lasserre [78] and as explained earlier, hierarchies of semidefinite programming relaxations can be constructed for (1.1); namely, the SOS relaxations (3.8) (introduced in Section 3.4), that are based on relaxing polynomial positivity by sums of squares representations, and the moment relaxations (4.7) (introduced in Section 4.2), that are based on relaxing existence of a representing measure by positive semidefiniteness of moment matrices. For convenience we repeat the formulation of the bounds $p_{t}^{\mathrm{sos}}$ from (3.8) and of the bounds $p_{t}^{\mathrm{mom}}$ from (4.7). Recall

$$
d_{p}=\lceil\operatorname{deg}(p) / 2\rceil, d_{g_{j}}=\left\lceil\operatorname{deg}\left(g_{j}\right) / 2\right\rceil, d_{K}=\left\{\begin{array}{l}
\max \left(d_{g_{1}}, \ldots, d_{g_{m}}\right)  \tag{6.1}\\
1 \text { if } m=0
\end{array}\right.
$$

Then, for any integer $t \geq \max \left(d_{p}, d_{K}\right)$,

$$
\begin{align*}
& p_{t}^{\text {sos }}=\sup \rho \text { s.t. } \quad p-\rho \in \mathbf{M}_{2 t}\left(g_{1}, \ldots, g_{m}\right) \\
& =\sup \rho \text { s.t. } \quad p-\rho=s_{0}+\sum_{j=1}^{m} s_{j} g_{j} \text { for some } s_{0}, s_{j} \in \Sigma  \tag{6.2}\\
& \text { with } \operatorname{deg}\left(s_{0}\right), \operatorname{deg}\left(s_{j} g_{j}\right) \leq 2 t \text {. } \\
& p_{t}^{\text {mom }}=\inf _{L \in\left(\mathbb{R}[\mathbf{x}]_{2 t}\right)^{*}} L(p) \text { s.t. } \quad L(1)=1, \\
& L(f) \geq 0 \forall f \in \mathbf{M}_{2 t}\left(g_{1}, \ldots, g_{m}\right) \\
& =\inf _{y \in \mathbb{R}^{\mathbb{N}}{ }^{n} t} p^{T} y \text { s.t. } \quad y_{0}=1, M_{t}(y) \succeq 0,  \tag{6.3}\\
& M_{t-d_{g_{j}}}\left(g_{j} y\right) \succeq 0(j=1, \ldots, m) .
\end{align*}
$$

We refer to program (6.2) as the SOS relaxation of order $t$, and to program (6.3) as the moment relaxation of order $t$. The programs (6.2) and (6.3) are semidefinite programs involving matrices of size $\binom{n+t}{t}=O\left(n^{t}\right)$ and $O\left(n^{2 t}\right)$ variables. Hence, for any fixed $t, p_{t}^{\text {mom }}$ and $p_{t}^{\text {sos }}$ can be computed in polynomial time (to any precision). In the remaining of Section 6 we study in detail some properties of these bounds. In particular,
(i) Duality: $p_{t}^{\text {sos }} \leq p_{t}^{\text {mom }}$ and, under some condition on the set $K$, the two bounds $p_{t}^{\text {mom }}$ and $p_{t}^{\text {sos }}$ coincide.
(ii) Convergence: Under certain conditions on the set $K$, there is asymptotic (sometimes even finite) convergence of the bounds $p_{t}^{\mathrm{mom}}$ and $p_{t}^{\mathrm{sos}}$ to $p^{\mathrm{min}}$.
(iii) Optimality certificate: Under some conditions, the relaxations are exact, i.e. $p_{t}^{\text {sos }}=p_{t}^{\mathrm{mom}}=p^{\mathrm{min}}$ ( or at least $\left.p_{t}^{\mathrm{mom}}=p^{\mathrm{min}}\right)$.
(iv) Finding global minimizers: Under some conditions, one is able to extract some global minimizers for the original problem (1.1) from an optimum solution to the moment relaxation (6.3).
6.2. Duality. One can verify that the two programs (6.3) and (6.2) are dual semidefinite programs (cf. [78]), which implies $p_{t}^{\text {sos }} \leq p_{t}^{\text {mom }}$ by weak duality; this inequality also follows directly as noted earlier in (4.8). We now give a condition ensuring that strong duality holds, i.e. there is no duality gap between (6.3) and (6.2).

Theorem 6.1. [78, 150] If $K$ has a nonempty interior (i.e. there exists a full dimensional ball contained in $K$ ), then $p_{t}^{\text {mom }}=p_{t}^{\text {sos }}$ for all $t \geq \max \left(d_{p}, d_{K}\right)$. Moreover, if (6.2) is feasible then it attains its supremum.

Proof. We give two arguments. The first argument comes from [150] and relies on Theorem 3.49. Let $\rho>p_{t}^{\text {sos }}$, i.e. $p-\rho \notin \mathbf{M}_{2 t}\left(g_{1}, \ldots, g_{m}\right)$. As $\mathbf{M}_{2 t}\left(g_{1}, \ldots, g_{m}\right)$ is a closed convex cone (by Theorem 3.49), there exists a hyperplane strictly separating $p-\rho$ from $\mathbf{M}_{2 t}\left(g_{1}, \ldots, g_{m}\right)$; that is, there exists $y \in \mathbb{R}^{\mathbb{N}_{2 t}^{n}}$ with

$$
\begin{equation*}
y^{T} \operatorname{vec}(p-\rho)<0 \text { and } y^{T} \operatorname{vec}(f) \geq 0 \forall f \in \mathbf{M}_{2 t}\left(g_{1}, \ldots, g_{m}\right) \tag{6.4}
\end{equation*}
$$

If $y_{0}>0$ then we may assume $y_{0}=1$ by rescaling. Then $y$ is feasible for (6.3), which implies $p_{t}^{\text {mom }} \leq y^{T} \operatorname{vec}(p)<\rho$. As this is true for all $\rho>p_{t}^{\text {sos }}$, we deduce that $p_{t}^{\text {mom }} \leq p_{t}^{\text {sos }}$ and thus equality holds. Assume now $y_{0}=0$. Pick $x \in K$ and set $z:=y+\epsilon \zeta_{2 t, x}$ where $\zeta_{2 t, x}=\left(x^{\alpha}\right)_{|\alpha| \leq 2 t}$. Then, $z^{T} \operatorname{vec}(p-\rho)<0$ if we choose $\epsilon>0$ small enough and $z^{T} \operatorname{vec}(f) \geq 0$ for all $f \in \mathbf{M}_{2 t}\left(g_{1}, \ldots, g_{m}\right)$, that is, $z$ satisfies (6.4). As $z_{0}=\epsilon>0$, the previous argument (applied to $z$ in place of $y$ ) yields again $p_{t}^{\text {mom }}=p_{t}^{\text {sos }}$. Finally, if (6.2) is feasible then it attains its supremum since $\mathbf{M}_{2 t}\left(g_{1}, \ldots, g_{m}\right)$ is closed and one can bound the variable $\rho$.

The second argument, taken from [78], works under the assumption that (6.2) is feasible and uses the strong duality theorem for semidefinite programming. Indeed, by Lemma 4.4, the program (6.3) is strictly feasible and thus, by Theorem 1.3, there is no duality gap and (6.2) attains its supremum.

## Proposition 6.2.

(i) If $\mathbf{M}\left(g_{1}, \ldots, g_{m}\right)$ is Archimedean, then the SOS relaxation (6.2) is feasible for $t$ large enough.
(ii) If the ball constraint $R^{2}-\sum_{i=1}^{n} \mathbf{x}_{i}^{2} \geq 0$ is present in the description of $K$, then the feasible region of the moment relaxation (6.3) is bounded and the infimum is attained in (6.3).
Proof. (i) Using (3.16), $p+N \in \mathbf{M}\left(g_{1}, \ldots, g_{m}\right)$ for some $N$ and thus $-N$ is feasible for (6.2) for $t$ large enough.
(ii) Let $y$ be feasible for (6.3). With $g:=R^{2}-\sum_{i=1} \mathbf{x}_{i}^{2},(g y)_{2 \beta}=R^{2} y_{2 \beta}-$ $\sum_{i=1}^{n} y_{2 \beta+2 e_{i}}$. Thus the constraint $M_{t-1}(g y) \succeq 0$ implies $y_{2 \beta+2 e_{i}} \leq R^{2} y_{2 \beta}$ for all $|\beta| \leq t-1$ and $i=1, \ldots, n$. One can easily derive (using induction on $|\beta|)$ that $y_{2 \beta} \leq R^{2|\beta|}$ for $|\beta| \leq t$. This in turn implies $\left|y_{\gamma}\right| \leq R^{|\gamma|}$ for $|\gamma| \leq 2 t$. Indeed, write $\gamma=\alpha+\beta$ with $|\alpha|,|\beta| \leq t$; then as $M_{t}(y) \succeq 0$,
$y_{\alpha+\beta}^{2} \leq y_{2 \alpha} y_{2 \beta} \leq R^{2|\alpha|} R^{2|\beta|}$, giving $\left|y_{\gamma}\right| \leq R^{|\gamma|}$. This shows that the feasible region to (6.3) is bounded and thus compact (as it is closed). Thus (6.3) attains its infimum.

The next example (taken from [150]) shows that the infimum may not be attained in (6.3) even when $K$ has a nonempty interior.

Example 6.3. Consider the problem $p^{\text {min }}:=\inf _{x \in K} x_{1}^{2}$, where $K \subseteq$ $\mathbb{R}^{2}$ is defined by the polynomial $g_{1}=\mathbf{x}_{1} \mathbf{x}_{2}-1 \geq 0$. Then $p^{\text {min }}=p_{t}^{\text {mom }}=0$ for any $t \geq 1$, but these optimum values are not attained. Indeed, for small $\epsilon>0$, the point $x:=(\epsilon, 1 / \epsilon)$ lies in $K$, which implies $p^{\text {min }} \leq \epsilon^{2}$. As $p_{t}^{\text {mom }} \geq$ 0 (since $y_{20} \geq 0$ for any $y$ feasible for (6.3)), this gives $p_{t}^{\text {mom }}=p^{\text {min }}=0$. On the other hand $y_{20}>0$ for any feasible $y$ for (6.3); indeed $M_{0}\left(g_{1} y\right) \succeq 0$ implies $y_{11} \geq 1$, and $y_{20}=0$ would imply $y_{11}=0$ since $M_{1}(y) \succeq 0$. Thus the infimum is not attained in (6.3) in this example. Note that the above still holds if we add the constraints $-2 \leq \mathbf{x}_{1} \leq 2$ and $2 \leq \mathbf{x}_{2} \leq 2$ to the description of $K$ to make it compact.

On the other hand, when $K$ has an empty interior, the duality gap may be infinite. We now give such an instance (taken from [150]) where $-\infty=p_{t}^{\mathrm{sos}}<p_{t}^{\mathrm{mom}}=p^{\mathrm{min}}$.

Example 6.4. Consider the problem $p^{\text {min }}:=\min _{x \in K} x_{1} x_{2}$, where $K:=\left\{x \in \mathbb{R}^{2} \mid g_{1}(x), g_{2}(x), g_{3}(x) \geq 0\right\}$ with $g_{1}:=-\mathbf{x}_{2}^{2}, g_{2}:=1+\mathbf{x}_{1}$, $g_{3}:=1-\mathbf{x}_{1}$. Thus $K=[-1,1] \times\{0\}$. Obviously, $p^{\text {min }}=0$. We verify that $p_{1}^{\text {mom }}=0, p_{1}^{s o s}=-\infty$. For this let $y$ be feasible for the program (6.3) for order $t=1$; we show that $y_{e_{1}+e_{2}}=0$. Indeed, $\left(M_{1}(y)\right)_{e_{2}, e_{2}}=y_{2 e_{2}} \geq 0$ and $\left(M_{0}\left(g_{1} y\right)\right)_{0,0}=-y_{2 e_{2}} \geq 0$ imply $y_{2 e_{2}}=0$. Thus the $e_{2}$ th column of $M_{1}(y)$ is zero, which gives $y_{e_{1}+e_{2}}=\left(M_{1}(y)\right)_{e_{1}, e_{2}}=0$. Assume now that $\rho$ is feasible for the program (6.2) at order $t=1$. That is, $\mathbf{x}_{1} \mathbf{x}_{2}-\rho=$ $\sum_{i}\left(a_{i}+b_{i} \mathbf{x}_{1}+c_{i} \mathbf{x}_{2}\right)^{2}-e_{1} \mathbf{x}_{2}^{2}+e_{2}\left(1+\mathbf{x}_{1}\right)+e_{3}\left(1-\mathbf{x}_{1}\right)$ for some $a_{i}, b_{i}, c_{i} \in \mathbb{R}$ and $e_{1}, e_{2}, e_{3} \in \mathbb{R}_{+}$. Looking at the coefficient of $\mathbf{x}_{1}^{2}$ we find $0=\sum_{i} b_{i}^{2}$ and thus $b_{i}=0$ for all $i$. Looking at the coefficient of $\mathbf{x}_{1} \mathbf{x}_{2}$ we find $1=0$, a contradiction. Therefore there is no feasible solution, i.e., $p_{1}^{\text {sos }}=-\infty$. On the other hand, $p_{2}^{\text {sos }}=0$ since, for all $\epsilon>0, p_{2}^{\text {sos }} \geq-\epsilon$ as $\mathbf{x}_{1} \mathbf{x}_{2}+\epsilon=$ $\frac{\left(\mathbf{x}_{2}+2 \epsilon\right)^{2}}{8 \epsilon}\left(\mathbf{x}_{1}+1\right)+\frac{\left(\mathbf{x}_{2}-2 \epsilon\right)^{2}}{8 \epsilon}\left(-\mathbf{x}_{1}+1\right)-\frac{1}{4 \epsilon} \mathbf{x}_{2}^{2}$.

What if $K$ has an empty interior? When $K$ has a nonempty interior the moment/SOS relaxations behave nicely; indeed there is no duality gap (Theorem 6.1) and the optimum value is attained under some conditions (cf. Proposition 6.2). Marshall [104] has studied in detail the case when $K$ has an empty interior. He proposes to exploit the presence of equations to sharpen the SOS/moment bounds, in such a way that there is no duality gap between the sharpened bounds. Consider an ideal $\mathcal{J} \subseteq \mathcal{I}(K)$, where $\mathcal{I}(K)=\{f \in \mathbb{R}[\mathbf{x}] \mid f(x)=0 \forall x \in K\}$ is the vanishing ideal of $K$; thus $\mathcal{I}(K)=\{0\}$ if $K$ has a nonempty interior. Marshall makes the following assumption:

$$
\begin{equation*}
\mathcal{J} \subseteq \mathbf{M}\left(g_{1}, \ldots, g_{m}\right) \tag{6.5}
\end{equation*}
$$

If this assumption does not hold and $\left\{h_{1}, \ldots, h_{m_{0}}\right\}$ is a system of generators of the ideal $\mathcal{J}$, it suffices to add the polynomials $\pm h_{1}, \ldots, \pm h_{m_{0}}$ in order to obtain a representation of $K$ that fulfills (6.5). Now one may work with polynomials modulo the ideal $\mathcal{J}$. Let

$$
\mathbf{M}_{2 t}^{\prime}\left(g_{1}, \ldots, g_{m}\right):=\left\{p^{\prime} \mid p \in \mathbf{M}_{2 t}\left(g_{1}, \ldots, g_{m}\right)\right\} \subseteq \mathbb{R}[\mathbf{x}]_{2 t} / \mathcal{J}
$$

be the image of $\mathbf{M}_{2 t}\left(g_{1}, \ldots, g_{m}\right)$ under the map $p \mapsto p^{\prime}:=p \bmod \mathcal{J}$ from $\mathbb{R}[\mathbf{x}]$ to $\mathbb{R}[\mathbf{x}] / \mathcal{J}$. (This set was introduced in (3.24) for the ideal $\mathcal{J}=\mathcal{I}(K)$.) Consider the following refinement of the SOS relaxation (6.2)

$$
\begin{align*}
p_{t}^{\mathrm{sos}, \mathrm{eq}} & :=\sup \rho \text { s.t. }(p-\rho)^{\prime} \in \mathbf{M}_{2 t}^{\prime}\left(g_{1}, \ldots, g_{m}\right)  \tag{6.6}\\
& =\sup \rho \text { s.t. } p-\rho \in \mathbf{M}_{2 t}\left(g_{1}, \ldots, g_{m}\right)+\mathcal{J}
\end{align*}
$$

For the analogue of (6.3), we now consider linear functionals on $\mathbb{R}[\mathbf{x}]_{2 t} / \mathcal{J}$, i.e. linear functionals on $\mathbb{R}[\mathbf{x}]_{2 t}$ vanishing on $\mathcal{J} \cap \mathbb{R}[\mathbf{x}]_{2 t}$, and define

$$
\begin{align*}
p_{t}^{\text {mom,eq }}:= & \inf ^{L \in\left(\mathbb{R}[\mathbf{x}]_{2 t} / \mathcal{J}\right)^{*}}  \tag{6.7}\\
& \text { s.t. } L(1)=1, L(f) \geq 0 \forall f \in \mathbf{M}_{2 t}^{\prime}\left(g_{1}, \ldots, g_{m}\right) .
\end{align*}
$$

Then, $p_{t}^{\mathrm{sos}} \leq p_{t}^{\mathrm{sos}, \mathrm{eq}} \leq p^{\mathrm{sos}}$, where the last inequality follows using (6.5); $p_{t}^{\mathrm{sos}, \mathrm{eq}} \leq p_{t}^{\mathrm{mom}, \mathrm{eq}}, p_{t}^{\mathrm{mom}} \leq p_{t}^{\mathrm{mom}, \mathrm{eq}} \leq p^{\mathrm{min}}$. Moreover, $p_{t}^{\mathrm{mom}}=p_{t}^{\mathrm{mom}, \mathrm{eq}}$, $p_{t}^{\text {sos }}=p_{t}^{\text {sos,eq }}$ if $K$ has a nonempty interior since then $\mathcal{J}=\mathcal{I}(K)=\{0\}$. Marshall [104] shows the following extension of Theorem 6.1, which relies on Theorem 3.51 showing that $\mathbf{M}_{2 t}^{\prime}\left(g_{1}, \ldots, g_{m}\right)$ is closed when $\mathcal{J}=\mathcal{I}(K)$. We omit the details of the proof which are similar to those for Theorem 6.1.

THEOREM 6.5. [104] When $\mathcal{J}=\mathcal{I}(K)$ satisfies (6.5), $p_{t}^{\text {sos,eq }}=$ $p_{t}^{\text {mom,eq }}$ for all $t \geq \max \left(d_{p}, d_{K}\right)$.

As a consequence,

$$
\sup _{t} p_{t}^{\operatorname{mom}}=p^{\mathrm{sos}} \text { if } \mathcal{J}=\mathcal{I}(K) \subseteq \mathbf{M}\left(g_{1}, \ldots, g_{m}\right)
$$

Indeed, $p_{t}^{\mathrm{mom}} \leq p_{t}^{\mathrm{mom}, \mathrm{eq}}=p_{t}^{\mathrm{sos}, \mathrm{eq}} \leq p_{t}^{\mathrm{sos}} \leq p^{\mathrm{sos}} \operatorname{implies} \sup _{t} p_{t}^{\mathrm{mom}} \leq p^{\mathrm{sos}}$. On the other hand, $p_{t}^{\text {mom }} \geq p_{t}^{\text {sos }}$ implies $\sup _{t} p_{t}^{\text {mom }} \geq \sup _{t} p_{t}^{\text {sos }}=p^{\text {sos }}$, which gives equality $\sup _{t} p_{t}^{\text {mom }}=p^{\text {sos }}$.

If we know a basis $\left\{h_{1}, \ldots, h_{m_{0}}\right\}$ of $\mathcal{J}$ then we can add the equations $h_{j}=0\left(j \leq m_{0}\right)$, leading to an enriched representation for the set $K$ of the form (2.5). Assuming $\mathcal{J}=\mathcal{I}(K)$, the SOS/moment bounds with respect to the description (2.5) of $K$ are related to the bounds (6.6), (6.7) by

$$
\begin{equation*}
p_{t}^{\mathrm{sos}} \leq p_{t}^{\mathrm{mom}} \leq p_{t}^{\mathrm{mom}, \mathrm{eq}}=p_{t}^{\mathrm{sos}, \mathrm{eq}} \tag{6.8}
\end{equation*}
$$

Lemma 6.6. Assume that $\mathcal{J}=\mathcal{I}(K),\left\{h_{1}, \ldots, h_{m_{0}}\right\}$ is a Gröbner basis of $\mathcal{J}$ for a total degree ordering, and $\operatorname{deg}\left(h_{j}\right)$ is even $\forall j \leq m_{0}$. Then equality holds throughout in (6.8).

Proof. Let $\rho$ be feasible for (6.6); we show that $\rho$ is feasible for (6.2), implying $p_{t}^{\text {sos,eq }}=p_{t}^{\text {sos }}$. We have $p-\rho=\sum_{j=0}^{m} s_{j} g_{j}+q$ where $s_{j} \in \Sigma$, $\operatorname{deg}\left(s_{j} g_{j}\right) \leq 2 t$ and $q \in \mathcal{J}$. Then $q=\sum_{j=1}^{m_{0}} u_{j} h_{j}$ with $\operatorname{deg}\left(u_{j} h_{j}\right) \leq 2 t$ (since the $h_{j}$ 's form a Gröbner basis for a total degree ordering) and thus $\operatorname{deg}\left(u_{j}\right) \leq 2\left(t-d_{h_{j}}\right)$ (since $\operatorname{deg}\left(h_{j}\right)=2 d_{h_{j}}$ is even), i.e. $\rho$ is feasible for (6.2).

REMARK 6.7. As each equation $h_{j}=0$ is treated like two inequalities $\pm h_{j} \geq 0$, we have $f \in \mathbf{M}_{2 t}\left(g_{1}, \ldots, g_{m}, \pm h_{1}, \ldots, \pm h_{m_{0}}\right)$ if and only if $f=\sum_{j=0}^{m} s_{j} g_{j}+\sum_{j=1}^{m_{0}}\left(u_{j}^{\prime}-u_{j}^{\prime \prime}\right) h_{j}$ for some $s_{j}, u_{j}^{\prime}, u_{j}^{\prime \prime} \in \Sigma$ with $\operatorname{deg}\left(s_{j} g_{j}\right), \operatorname{deg}\left(u_{j}^{\prime} h_{j}\right), \operatorname{deg}\left(u_{j}^{\prime \prime} h_{j}\right) \leq 2 t . ~ A s \operatorname{deg}\left(u_{j}^{\prime} h_{j}\right), \operatorname{deg}\left(u_{j}^{\prime \prime} h_{j}\right) \leq 2 t$ is equivalent to $\operatorname{deg}\left(u_{j}^{\prime}\right), \operatorname{deg}\left(u_{j}^{\prime \prime}\right) \leq 2\left(t-d_{h_{j}}\right)$, one may equivalently write $\sum_{j=1}^{m_{0}}\left(u_{j}^{\prime}-u_{j}^{\prime \prime}\right) h_{j}=\sum_{j=1}^{m_{0}} u_{j} h_{j}$ where $u_{j} \in \mathbb{R}[\mathbf{x}]_{2\left(t-d_{h_{j}}\right)}$. Note that $\operatorname{deg}\left(u_{j}\right) \leq 2\left(t-d_{h_{j}}\right)$ implies $\operatorname{deg}\left(u_{j} h_{j}\right) \leq 2 t$, but the reverse does not hold, except if at least one of $\operatorname{deg}\left(u_{j}\right), \operatorname{deg}\left(h_{j}\right)$ is even. This is why we assume in Lemma 6.6 that $\operatorname{deg}\left(h_{j}\right)$ is even. As an illustration, consider again Example 6.4, where $\mathcal{I}(K)=\left(\mathbf{x}_{2}\right)$. If we add the equation $\mathbf{x}_{2}=0$ to the description of $K$, we still get $p_{1}^{\text {sos }}=-\infty$ (since the multiplier of $\mathbf{x}_{2}$ in a decomposition of $\mathbf{x}_{1} \mathbf{x}_{2}-\rho \in \mathbf{M}_{2}\left(\mathbf{x}_{1}+1,1-\mathbf{x}_{1}, \pm \mathbf{x}_{2}\right)$ should be a scalar $)$, while $p_{1}^{\text {sos,eq }}=0$ (since $\mathbf{x}_{1}$ is now allowed as multiplier of $\mathbf{x}_{2}$ ).
6.3. Asymptotic convergence. The asymptotic convergence of the SOS/moment bounds to $p^{\text {min }}$ follows directly from Putinar's theorem (Theorem 3.20); recall Definition 3.18 for an Archimedean quadratic module.

Theorem 6.8. [78] If $\mathbf{M}\left(g_{1}, \ldots, g_{m}\right)$ is Archimedean, then $p^{\text {sos }}=$ $p^{\text {mom }}=p^{\text {min }}$, i.e. $\lim _{t \rightarrow \infty} p_{t}^{\text {sos }}=\lim _{t \rightarrow \infty} p_{t}^{\text {mom }}=p^{\text {min }}$.

Proof. Given $\epsilon>0$, the polynomial $p-p^{\text {min }}+\epsilon$ is positive on $K$. By Theorem 3.20, it belongs to $\mathbf{M}\left(g_{1}, \ldots, g_{m}\right)$ and thus the scalar $p^{\text {min }}-\epsilon$ is feasible for the program (6.2) for some $t$. Therefore, there exists $t$ for which $p_{t}^{\mathrm{sos}} \geq p^{\min }-\epsilon$. Letting $\epsilon$ go to 0 , we find that $p^{\mathrm{sos}}=\lim _{t \rightarrow \infty} p_{t}^{\mathrm{sos}} \geq p^{\min }$, implying $p^{\text {sos }}=p^{\text {mom }}=p^{\text {min }}$.

Note that if we would have a representation result valid for nonnegative (instead of positive) polynomials, this would immediately imply the finite convergence of the bounds $p_{t}^{\text {sos }}, p_{t}^{\mathrm{mom}}$ to $p^{\mathrm{min}}$. For instance, Theorem 2.4 in Section 2.1 gives such a reprentation result in the case when the description of $K$ involves a set of polynomial equations generating a zero-dimensional radical ideal. Thus we have the following result.

Corollary 6.9. Assume $K$ is as in (2.5) and $h_{1}, \ldots, h_{m_{0}}$ generate a zero-dimensional radical ideal. Then, $p_{t}^{\text {sos }}=p_{t}^{\text {mom }}=p^{\text {min }}$ for $t$ large enough.

Proof. Directly from Theorem 2.4, as in the proof of Theorem 6.8.
In the non-compact case, convergence to $p^{\min }$ may fail. For instance, Marshall [104] shows that when $K$ contains a full dimensional cone then, for all $t \geq \max \left(d_{p}, d_{K}\right), p_{t}^{\text {sos }}=p_{t}^{\text {mom }}$, which can be strictly smaller than $p^{\text {min }}$. This applies in particular to the case $K=\mathbb{R}^{n}$.
6.4. Approximating the unique global minimizer via the moment relaxations. Here we prove that when (1.1) has a unique global minimizer, then this minimizer can be approximated from the optimum solutions to the moment relaxations (6.3). We show in fact a stronger result (Theorem 6.11); this result is taken from Schweighofer [150] (who however formulates it in a slightly more general form in [150]). Recall the definition of the quadratic module $\mathbf{M}\left(g_{1}, \ldots, g_{m}\right)$ from (3.13) and of its truncation $\mathbf{M}_{t}\left(g_{1}, \ldots, g_{m}\right)$ from (3.22). Define the set of global minimizers of (1.1)

$$
\begin{equation*}
K_{p}^{\min }:=\left\{x \in K \mid p(x)=p^{\min }\right\} . \tag{6.9}
\end{equation*}
$$

Definition 6.10. Given $y^{(t)} \in \mathbb{R}^{\mathbb{N}_{2 t}^{n}}, y^{(t)}$ is nearly optimal for (6.3) if $y^{(t)}$ is feasible for (6.3) and $\lim _{t \rightarrow \infty} p^{T} y^{(t)}=\lim _{t \rightarrow \infty} p_{t}^{\text {mom }}$.

Theorem 6.11. [150] Assume $\mathbf{M}\left(g_{1}, \ldots, g_{m}\right)$ is Archimedian, $K_{p}^{\min } \neq \emptyset$, and let $y^{(t)}$ be nearly optimal solutions to (6.3). Then, $\forall \epsilon>0 \quad \exists t_{0} \geq \max \left(d_{p}, d_{K}\right) \quad \forall t \geq t_{0} \quad \exists \mu$ probability measure on $K_{p}^{\min }$ such that $\max _{i=1, \ldots, n}\left|y_{e_{i}}^{(t)}-\int x_{i} \mu(d x)\right| \leq \epsilon$.

Proof. As $\mathbf{M}\left(g_{1}, \ldots, g_{m}\right)$ is Archimedian, we deduce from (3.16) that

$$
\begin{equation*}
\forall k \in \mathbb{N} \quad \exists N_{k} \in \mathbb{N} \quad \forall \alpha \in \mathbb{N}_{k}^{n} \quad N_{k} \pm \mathbf{x}^{\alpha} \in M_{N_{k}}\left(g_{1}, \ldots, g_{m}\right) \tag{6.10}
\end{equation*}
$$

Define the sets $Z:=\prod_{\alpha \in \mathbb{N}^{n}}\left[-N_{|\alpha|}, N_{|\alpha|}\right], C_{0}:=\left\{z \in Z \mid z_{0}=1\right\}, C_{f}:=$ $\left\{z \in Z \mid z^{T} f \geq 0\right\}$ for $f \in \mathbf{M}\left(g_{1}, \ldots, g_{m}\right), C_{\delta}:=\left\{z \in Z| | z^{T} p-p^{\min } \mid \leq \delta\right\}$ for $\delta>0$, and

$$
\begin{aligned}
C:=\{z \in Z \mid & \max _{i=1, \ldots, n}\left|z_{e_{i}}-\int x_{i} \mu(d x)\right|>\epsilon \\
& \left.\forall \mu \text { probability measure on } K_{p}^{\min }\right\} .
\end{aligned}
$$

CLAim 6.12. $\bigcap_{f \in \mathrm{M}\left(g_{1}, \ldots, g_{m}\right)} C_{f} \cap \bigcap_{\delta>0} C_{\delta} \bigcap C_{0} \bigcap C=\emptyset$.
Proof. Assume $z$ lies in the intersection. As $z \in C_{0} \cap \bigcap_{f \in \mathbf{M}\left(g_{1}, \ldots, g_{m}\right)} C_{f}$, we deduce using (4.6) that $z \in \mathcal{M}_{\succeq}^{p u t}\left(g_{1}, \ldots, g_{m}\right)$ (recall (4.17)). Hence, by Theorem 4.17, $z \in \mathcal{M}_{K}$, i.e. $z$ has a representing measure $\mu$ which is a probability measure on the set $K$. As $z \in \cap_{\delta>0} C_{\delta}$, we have $p^{T} z=p^{\text {min }}$, i.e. $\int\left(p(x)-p^{\min }\right) \mu(d x)=0$, which implies that the support of $\mu$ is contained in the set $K_{p}^{\text {min }}$, thus contradicting the fact that $z \in C$.

As $Z$ is a compact set (by Tychonoff's theorem) and all the sets $C_{f}, C_{\delta}, C_{0}, C$ are closed subsets of $Z$, there exists a finite collection of those sets having an empty intersection. That is, there exist $f_{1}, \ldots, f_{s} \in$ $\mathbf{M}\left(g_{1}, \ldots, g_{m}\right), \delta>0$ such that

$$
\begin{equation*}
C_{f_{1}} \cap \ldots \cap C_{f_{s}} \cap C_{\delta} \cap C_{0} \cap C=\emptyset . \tag{6.11}
\end{equation*}
$$

Choose an integer $t_{1} \geq \max \left(d_{p}, d_{K}\right)$ such that $f_{1}, \ldots, f_{s} \in$ $M_{2 t_{1}}\left(g_{1}, \ldots, g_{m}\right)$. Then choose an integer $t_{0}$ such that $t_{0} \geq t_{1}, 2 t_{0} \geq$
$\max \left(N_{k} \mid k \leq 2 t_{1}\right)\left(\right.$ recall (6.10)) and $\left|p^{T} y^{(t)}-p^{\min }\right| \leq \delta$ for all $t \geq t_{0}$. We now verify that this $t_{0}$ satisfies the conclusion of the theorem. For this fix $t \geq t_{0}$. Consider the vector $z \in \mathbb{R}^{\mathbb{N}^{n}}$ defined by $z_{\alpha}:=y_{\alpha}^{(t)}$ if $|\alpha| \leq 2 t_{1}$, and $z_{\alpha}:=0$ otherwise.

Claim 6.13. $z \in Z$.
Proof. Let $\alpha \in \mathbb{N}^{n}$ with $|\alpha|=: k \leq 2 t_{1}$. Then $N_{k} \pm \mathbf{x}^{\alpha} \in$ $M_{N_{k}}\left(g_{1}, \ldots, g_{m}\right) \subseteq M_{2 t_{0}}\left(g_{1}, \ldots, g_{m}\right) \subseteq \mathbf{M}_{2 t}\left(g_{1}, \ldots, g_{m}\right)$. As $y^{(t)}$ is feasible for (6.3) we deduce that $\left(y^{(t)}\right)^{T} \operatorname{vec}\left(N_{k} \pm \mathbf{x}^{\alpha}\right) \geq 0$, implying $\left|y_{\alpha}^{(t)}\right| \leq$ $N_{k}=N_{|\alpha|}$.

Obviously $z \in C_{0}$. Next $z \in C_{\delta}$ since $\left|z^{T} p-p^{\text {min }}\right|=\mid\left(y^{(t)}\right)^{T} p-$ $p^{\min } \mid \leq \delta$ as $2 t_{1} \geq \operatorname{deg}(p)$. Finally, for any $r=1, \ldots, s, z \in C_{f_{r}}$ since $z^{T} f_{r}=\left(y^{(t)}\right)^{T} f_{r} \geq 0$ as $f_{r} \in M_{2 t_{1}}\left(g_{1}, \ldots, g_{m}\right) \subseteq \mathbf{M}_{2 t}\left(g_{1}, \ldots, g_{m}\right)$. As the set in (6.11) is empty, we deduce that $z \notin C$. Therefore, there exists a probability measure $\mu$ on $K_{p}^{\min }$ for which $\max _{i}\left|y_{e_{i}}^{(t)}-\int x_{i} \mu(d x)\right|=$ $\max _{i}\left|z_{e_{i}}-\int x_{i} \mu(d x)\right| \leq \epsilon$. This concludes the proof of Theorem 6.11.

Corollary 6.14. Assume $\mathbf{M}\left(g_{1}, \ldots, g_{m}\right)$ is Archimedian and problem (1.1) has a unique minimizer $x^{*}$. Let $y^{(t)}$ be nearly optimal solutions to (6.3). Then $\lim _{t \rightarrow \infty} y_{e_{i}}^{(t)}=x_{i}^{*}$ for each $i=1, \ldots, n$.

Proof. Directly from Theorem 6.11 since the Dirac measure $\delta_{x^{*}}$ at $x^{*}$ is the unique probability measure on $K_{p}^{\min }$.
6.5. Finite convergence. Here we show finite convergence for the moment/SOS relaxations, when the description of the semialgebraic set $K$ contains a set of polynomial equations $h_{1}=0, \ldots, h_{m_{0}}=0$ generating a zero-dimensional ideal. The case when the polynomial equations $h_{1}, \ldots, h_{m_{0}}$ generate a radical zero-dimensional ideal was considered earlier in Corollary 6.9. We now consider the non-radical case. Theorem 6.15 below extends a result of Laurent [96] and uses ideas from Lasserre et al. [90].

THEOREM 6.15. Consider the problem (1.1) of minimizing $p \in \mathbb{R}[\mathbf{x}]$ over the set $K=\left\{x \in \mathbb{R}^{n} \mid h_{j}(x)=0\left(j=1, \ldots, m_{0}\right), g_{j}(x) \geq 0(j=\right.$ $1, \ldots, m)\}$ (as in (2.5)). Set $\mathcal{J}:=\left(h_{1}, \ldots, h_{m_{0}}\right)$.
(i) If $\left|V_{\mathbb{C}}(\mathcal{J})\right|<\infty$, then $p^{\text {min }}=p_{t}^{\text {mom }}=p_{t}^{\text {sos }}$ for $t$ large enough.
(ii) If $\left|V_{\mathbb{R}}(\mathcal{J})\right|<\infty$, then $p^{\text {min }}=p_{t}^{\text {mom }}$ for $t$ large enough.

Proof. Fix $\epsilon>0$. The polynomial $p-p^{\min }+\epsilon$ is positive on $K$. For the polynomial $u:=-\sum_{j=1}^{m_{0}} h_{j}^{2}$, the set $\left\{x \in \mathbb{R}^{n} \mid u(x) \geq 0\right\}=V_{\mathbb{R}}(\mathcal{J})$ is compact (in fact, finite under (i) or (ii)) and $u$ belongs to the quadratic module generated by the polynomials $\pm h_{1}, \ldots, \pm h_{m_{0}}$. Hence we are in the Archimedean case and we can apply Theorem 3.20. Therefore, there is a decomposition

$$
\begin{equation*}
p-p^{\min }+\epsilon=s_{0}+\sum_{j=1}^{m} s_{j} g_{j}+q \tag{6.12}
\end{equation*}
$$

where $s_{0}, s_{j}$ are sums of squares and $q \in \mathcal{J}$. To finish the proof we distinguish the two cases (i), (ii).

Consider first the case (i) when $\left|V_{\mathbb{C}}(\mathcal{J})\right|<\infty$. Let $\left\{f_{1}, \ldots, f_{L}\right\}$ be a Gröbner basis of $\mathcal{J}$ for a total degree monomial ordering, let $\mathcal{B}$ be a basis of $\mathbb{R}[\mathbf{x}] / \mathcal{J}$, and set $d_{\mathcal{B}}:=\max _{b \in \mathcal{B}} \operatorname{deg}(b)$ (which is well defined as $|\mathcal{B}|<\infty$ since $\mathcal{J}$ is zero-dimensional). Consider the decomposition (6.12). Say, $s_{j}=\sum_{i} s_{i, j}^{2}$ and write $s_{i, j}=r_{i, j}+q_{i, j}$, where $r_{i, j}$ is a linear combination of members of $\mathcal{B}$ and $q_{i, j} \in \mathcal{J}$; thus $\operatorname{deg}\left(r_{i, j}\right) \leq d_{\mathcal{B}}$. In this way we obtain another decomposition:

$$
\begin{equation*}
p-p^{\min }+\epsilon=s_{0}^{\prime}+\sum_{j=1}^{m} s_{j}^{\prime} g_{j}+q^{\prime} \tag{6.13}
\end{equation*}
$$

where $s_{0}^{\prime}$, $s_{j}^{\prime}$ are sums of squares, $q^{\prime} \in \mathcal{J}$ and $\operatorname{deg}\left(s_{0}^{\prime}\right), \operatorname{deg}\left(s_{j}^{\prime}\right) \leq 2 d_{\mathcal{B}}$. Set

$$
\begin{equation*}
T_{0}:=\max \left(2 d_{p}, 2 d_{\mathcal{B}}, 2 d_{\mathcal{B}}+2 d_{g_{1}}, \ldots, 2 d_{\mathcal{B}}+2 d_{g_{m}}\right) \tag{6.14}
\end{equation*}
$$

Then, $\operatorname{deg}\left(s_{0}^{\prime}\right), \operatorname{deg}\left(s_{j}^{\prime} g_{j}\right), \operatorname{deg}\left(p-p^{\min }+\epsilon\right) \leq T_{0}$ and thus $\operatorname{deg}\left(q^{\prime}\right) \leq T_{0}$. Therefore, $q^{\prime}$ has a decomposition $q^{\prime}=\sum_{l=1}^{L} u_{l} f_{l}$ with $\operatorname{deg}\left(u_{l} f_{l}\right) \leq$ $\operatorname{deg}\left(q^{\prime}\right) \leq T_{0}$ (because we use a total degree monomial ordering). We need to find a decomposition of $q^{\prime}$ with bounded degrees in the original basis $\left\{h_{1}, \ldots, h_{m_{0}}\right\}$ of $\mathcal{J}$. For this, write $f_{l}=\sum_{j=1}^{m_{0}} a_{l, j} h_{j}$ where $a_{l, j} \in \mathbb{R}[\mathbf{x}]$. Then, $q^{\prime}=\sum_{l=1}^{L} u_{l}\left(\sum_{j=1}^{m_{0}} a_{l, j} h_{j}\right)=\sum_{j=1}^{m_{0}}\left(\sum_{l=1}^{L} a_{l, j} u_{l}\right) h_{j}=: \sum_{j=1}^{m_{0}} b_{j} h_{j}$, setting $b_{j}:=\sum_{l=1}^{L} a_{l, j} u_{l}$. As $\operatorname{deg}\left(u_{l}\right) \leq T_{0}$, we have $\operatorname{deg}\left(b_{j} h_{j}\right) \leq$ $2 d_{h_{j}}+T_{0}+\max _{l=1}^{L} \operatorname{deg}\left(a_{l, j}\right)$. Thus, $\operatorname{deg}\left(b_{j} h_{j}\right) \leq T_{g}$ after setting $T_{g}:=$ $T_{0}+\max _{l, j}\left(\operatorname{deg}\left(a_{l, j}\right)+2 d_{h_{j}}\right)$, which is a constant not depending on $\epsilon$. Therefore we can conclude that $p^{\min }-\epsilon$ is feasible for the program (6.2) for all $t \geq T_{1}:=\left\lceil T_{g} / 2\right\rceil$. This implies $p_{t}^{\text {sos }} \geq p^{\mathrm{min}}-\epsilon$ for all $t \geq T_{1}$. Letting $\epsilon$ go to zero, we find $p_{t}^{\mathrm{sos}} \geq p^{\min }$ and thus $p_{t}^{\mathrm{sos}}=p^{\min }$ for $t \geq T_{1}$, which concludes the proof in case (i).

Consider now the case (ii) when $\left|V_{\mathbb{R}}(\mathcal{J})\right|<\infty$. Let $y$ be feasible for the program (6.3); that is, $y \in \mathbb{R}^{\mathbb{N}_{2 t}^{n}}$ satisfies $y_{0}=1, M_{t}(y) \succeq 0$, $M_{t-d_{h_{j}}}\left(h_{j} y\right)=0\left(j=1, \ldots, m_{0}\right), M_{t-d_{g_{j}}}\left(g_{j} y\right) \succeq 0(j=1, \ldots, m)$. We show $p^{T} y \geq p^{\text {min }}$ for $t$ large enough. We need the following observations about the kernel of $M_{t}(y)$. First, for $j=1, \ldots, m_{0}, h_{j} \in \operatorname{Ker} M_{t}(y)$ for $t \geq 2 d_{h_{j}}$ (directly, from the fact that $M_{t-d_{h_{j}}}\left(h_{j} y\right)=0$ ). Moreover, for $t$ large enough, $\operatorname{Ker} M_{t}(y)$ contains any given finite set of polynomials of $\mathcal{I}\left(V_{\mathbb{R}}(\mathcal{J})\right)$.

Claim 6.16. Let $f_{1}, \ldots, f_{L} \in \mathcal{I}\left(V_{\mathbb{R}}(\mathcal{J})\right)$. There exists $t_{1} \in \mathbb{N}$ such that $f_{1}, \ldots, f_{L} \in \operatorname{Ker} M_{t}(y)$ for all $t \geq t_{1}$.

Proof. Fix $l=1, \ldots, L$. As $f_{l} \in \mathcal{I}\left(V_{\mathbb{R}}(\mathcal{J})\right)$, by the Real Nullstellensatz (Theorem 2.1), $f_{l}^{2 m_{l}}+\sum_{i} p_{l, i}^{2}=\sum_{j=1}^{m} u_{l, j} h_{j}$ for some $p_{l, i}, u_{l, j} \in \mathbb{R}[\mathbf{x}]$ and $m_{l} \in \mathbb{N} \backslash\{0\}$. Set $t_{1}:=\max \left(\max _{j=1}^{m_{0}} 2 d_{h_{j}}, 1+\max _{l \leq L, j \leq m_{0}} \operatorname{deg}\left(u_{l, j} h_{j}\right)\right)$ and let $t \geq t_{1}$. Then, each $u_{l, j} h_{j}$ lies in Ker $M_{t}(y)$ by Lemma 5.7. Therefore,
$f_{l}^{2 m_{l}}+\sum_{i} p_{l, i}^{2} \in \operatorname{Ker} M_{t}(y)$, which implies $f_{l}^{m_{l}}, p_{l, i} \in \operatorname{Ker} M_{t}(y)$. An easy induction permits to conclude that $f_{l} \in \operatorname{Ker} M_{t}(y)$.

Let $\left\{f_{1}, \ldots, f_{L}\right\}$ be a Gröbner basis of $\mathcal{I}\left(V_{\mathbb{R}}(\mathcal{J})\right)$ for a total degree monomial ordering, let $\mathcal{B}$ be a basis of $\mathbb{R}[\mathbf{x}] / \mathcal{I}\left(V_{\mathbb{R}}(\mathcal{J})\right)$, and set $d_{\mathcal{B}}:=\max _{b \in \mathcal{B}} \operatorname{deg}(b)$ (which is well defined since $|\mathcal{B}|<\infty$ as $\mathcal{I}\left(V_{\mathbb{R}}(\mathcal{J})\right.$ ) is zero-dimensional). Given $\epsilon>0$, consider the decomposition (6.12) where $s_{0}, s_{j}$ are sums of squares and $q \in \mathcal{J}$. As in case (i), we can derive another decomposition (6.13) where $s_{0}^{\prime}$, $s_{j}^{\prime}$ are s.o.s., $q^{\prime} \in \mathcal{I}\left(V_{\mathbb{R}}(\mathcal{J})\right)$, and $\operatorname{deg}\left(s_{0}^{\prime}\right), \operatorname{deg}\left(s_{j}^{\prime}\right) \leq 2 d_{\mathcal{B}}$. Then, $\operatorname{deg}\left(s_{0}^{\prime}\right), \operatorname{deg}\left(s_{j}^{\prime} g_{j}\right), \operatorname{deg} q^{\prime} \leq T_{0}$ with $T_{0}$ being defined as in (6.14) and we can write $q^{\prime}=\sum_{l=1}^{L} u_{l} f_{l}$ with $\operatorname{deg}\left(u_{l} f_{l}\right) \leq T_{0}$. Fix $t \geq \max \left(T_{0}+1, t_{1}\right)$. Then, $u_{l} f_{l} \in \operatorname{Ker} M_{t}(y)$ (by Lemma 5.7 and Claim 6.16) and thus $q^{\prime} \in \operatorname{Ker} M_{t}(y)$. Moreover, $\operatorname{vec}(1)^{T} M_{t}(y) \operatorname{vec}\left(s_{j}^{\prime} g_{j}\right) \geq 0$; to see it, write $s_{j}^{\prime}=\sum_{i} a_{i, j}^{2}$ and note that $\operatorname{vec}(1)^{T} M_{t}(y) \operatorname{vec}\left(s_{j}^{\prime} g_{j}\right)=$ $\sum_{i} a_{i, j}^{T} M_{t-d_{g_{j}}}\left(g_{j} y\right) a_{i, j} \geq 0$ since $M_{t-d_{g_{j}}}\left(g_{j} y\right) \succeq 0$. Therefore, we deduce from (6.13) that $\operatorname{vec}(1)^{T} M_{t}(y) \operatorname{vec}\left(p-p^{\min }+\epsilon\right) \geq 0$, which gives $p^{T} y=1^{T} M_{t}(y) p \geq p^{\text {min }}-\epsilon$ and thus $p_{t}^{\text {mom }} \geq p^{\text {min }}-\epsilon$. Letting $\epsilon$ go to 0, we obtain $p_{t}^{\text {mom }} \geq p^{\text {min }}$ and thus $p_{t}^{\text {mom }}=p^{\text {min }}$.

Question 6.17. Does there exist an example with $\left|V_{\mathbb{C}}(\mathcal{J})\right|=\infty$, $\left|V_{\mathbb{R}}(\mathcal{J})\right|<\infty$ and where $p_{t}^{\text {sos }}<p^{\text {min }}$ for all $t$ ?

The finite convergence result from Theorem 6.15 applies, in particular, to the case when $K$ is contained in a discrete grid $K_{1} \times \ldots \times K_{n}$ with $K_{i} \subseteq \mathbb{R}$ finite, considered by Lasserre [80], and by Lasserre [79] in the special case $K \subseteq\{0,1\}^{n}$. We will come back to the topic of exploiting equations in Section 8.2.
6.6. Optimality certificate. We now formulate some stopping criterion for the moment hierarchy (6.3), i.e. some condition permitting to claim that the moment relaxation (6.3) is in fact exact, i.e. $p_{t}^{\mathrm{mom}}=p^{\min }$, and to extract some global minimizer for (1.1).

A first easy such condition is as follows. Let $y$ be an optimum solution to (6.3) and $x^{*}:=\left(y_{10 \ldots 0}, \ldots, y_{0 \ldots 01}\right)$ the point in $\mathbb{R}^{n}$ consisting of the coordinates of $y$ indexed by $\alpha \in \mathbb{N}^{n}$ with $|\alpha|=1$. Then

$$
\begin{gather*}
x^{*} \in K \text { and } p_{t}^{\mathrm{mom}}=p\left(x^{*}\right) \Longrightarrow p_{t}^{\mathrm{mom}}=p^{\min } \text { and }  \tag{6.15}\\
x^{*} \text { is a global minimizer of } p \text { over } K .
\end{gather*}
$$

Indeed $p^{\text {min }} \leq p\left(x^{*}\right)$ as $x \in K$, which together with $p\left(x^{*}\right)=p_{t}^{\text {mom }} \leq p^{\text {min }}$ implies equality $p_{t}^{\text {mom }}=p^{\text {min }}$ and $x^{*}$ is a minimizer of $p$ over $K$. Note that $p_{t}^{\text {mom }}=p\left(x^{*}\right)$ automatically holds if $p$ is linear. According to Theorem 6.11 this condition has a good chance to be satisfied (approximatively) when problem (1.1) has a unique minimizer. See Examples 6.24, 6.25 for instances where the criterion (6.15) is satisfied.

We now see another stopping criterion, which may work when problem (1.1) has a finite number of global minimizers. This stopping criterion,
which has been formulated by Henrion and Lasserre [62], deals with the rank of the moment matrix of an optimal solution to (6.3) and is based on the result of Curto and Fialkow from Theorem 5.33. As in (6.9), $K_{p}^{\min }$ denotes the set of global minimizers of $p$ over the set $K$. Thus $K_{p}^{\text {min }} \neq \emptyset$, e.g., when $K$ is compact. The next result is based on [62] combined with ideas from [90].

Theorem 6.18. Let $t \geq \max \left(d_{p}, d_{K}\right)$ and let $y \in \mathbb{R}^{\mathbb{N}_{2 t}^{n}}$ be an optimal solution to the program (6.3). Assume that the following rank condition holds:

$$
\exists s \quad \text { s.t. } \max \left(d_{p}, d_{K}\right) \leq s \leq t \quad \text { and } \operatorname{rank} M_{s}(y)=\operatorname{rank} M_{s-d_{K}}(y)
$$

Then $p_{t}^{\text {mom }}=p^{\text {min }}$ and $V_{\mathbb{C}}\left(\operatorname{Ker} M_{s}(y)\right) \subseteq K_{p}^{\min }$. Moreover, equality $V_{\mathbb{C}}\left(\operatorname{Ker} M_{s}(y)\right)=K_{p}^{\min }$ holds if $\operatorname{rank} M_{t}(y)$ is maximum among all optimal solutions to (6.3).

Proof. By assumption, $p_{t}^{\text {mom }}=p^{T} y, M_{t}(y) \succeq 0, \operatorname{rank} M_{s}(y)=$ rank $M_{s-d_{K}}(y)=: r$ and $M_{s-d_{K}}\left(g_{j} y\right) \succeq 0$ for $j=1, \ldots, m$, where $\max \left(d_{p}, d_{K}\right) \leq s \leq t$. As $s \geq d_{K}$, we can apply Theorem 5.33 and conclude that the sequence $\left(y_{\alpha}\right)_{\alpha \in \mathbb{N}_{2 s}^{n}}$ has a $r$-atomic representing measure $\mu=\sum_{i=1}^{r} \lambda_{i} \delta_{v_{i}}$, where $v_{i} \in K, \lambda_{i}^{s}>0$ and $\sum_{i=1}^{r} \lambda_{i}=1\left(\right.$ since $\left.y_{0}=1\right)$. As $s \geq d_{p}, p_{t}^{\text {mom }}=p^{T} y=\sum_{|\alpha| \leq 2 s} p_{\alpha} y_{\alpha}=\sum_{i=1}^{r} \lambda_{i} p\left(v_{i}\right) \geq p^{\text {min }}$, since $p\left(v_{i}\right) \geq p^{\min }$ for all $i$. On the other hand, $p^{\min } \geq p_{t}^{\text {mom }}$. This implies that $p^{\min }=p_{t}^{\text {mom }}$ and that each $v_{i}$ is a minimizer of $p$ over the set $K$, i.e., $\operatorname{supp}(\mu)=\left\{v_{1}, \ldots, v_{r}\right\} \subseteq K_{p}^{\min }$. As $\operatorname{supp}(\mu)=V_{\mathbb{C}}\left(\operatorname{Ker} M_{s}(y)\right)$ by Theorem 5.29, we obtain $V_{\mathbb{C}}\left(\operatorname{Ker} M_{s}(y)\right) \subseteq K_{p}^{\min }$.

Assume now that $\operatorname{rank} M_{t}(y)$ is maximum among all optimal solutions to (6.3). By Lemma 1.4, $\operatorname{Ker} M_{t}(y) \subseteq \operatorname{Ker} M_{t}\left(y^{\prime}\right)$ for any other optimal solution $y^{\prime}$ to (6.3). For any $v \in K_{p}^{\min }, y^{\prime}:=\zeta_{2 t, v}$ is feasible for (6.3) with objective value $p^{T} y^{\prime}=p(v)=p^{\text {min }}$; thus $y^{\prime}$ is an optimal solution and thus $\operatorname{Ker} M_{t}(y) \subseteq \operatorname{Ker} M_{t}\left(\zeta_{2 t, v}\right)$. This implies $\operatorname{Ker} M_{t}(y) \subseteq \bigcap_{v \in K_{p}^{\min }} \operatorname{Ker} M_{t}\left(\zeta_{2 t, v}\right) \subseteq \mathcal{I}\left(K_{p}^{\min }\right)$. Therefore, $\operatorname{Ker} M_{s}(y) \subseteq$ $\operatorname{Ker} M_{t}(y) \subseteq \mathcal{I}\left(K_{p}^{\min }\right)$, which implies $K_{p}^{\min } \subseteq V_{\mathbb{C}}\left(\operatorname{Ker} M_{s}(y)\right)$ and thus equality $V_{\mathbb{C}}\left(\operatorname{Ker} M_{s}(y)\right)=K_{p}^{\text {min }}$ holds.

Hence, if at some order $t \geq \max \left(d_{p}, d_{K}\right)$ one can find a maximum rank optimal solution to the moment relaxation (6.3) which satisfies the rank condition (6.16), then one can find all the global minimizers of $p$ over the set $K$, by computing the common zeros to the polynomials in $\operatorname{Ker} M_{s}(y)$. In view of Theorem 5.29 and Lemma 5.2, the ideal $\left(\operatorname{Ker} M_{s}(y)\right)$ is (real) radical and zero-dimensional. Hence its variety $V_{\mathbb{C}}\left(\operatorname{Ker} M_{s}(y)\right)$ is finite. Moreover one can determine this variety with the eigenvalue method, described in Section 2.4. This extraction procedure is presented in Henrion and Lasserre [62] and is implemented in their optimization software GloptiPoly.

The second part of Theorem 6.18, asserting that all global minimizers are found when having a maximum rank solution, relies on ideas from [90].

When $p$ is the constant polynomial 1 and $K$ is defined by the equations $h_{1}=0, \ldots, h_{m_{0}}=0$, then $K_{p}^{\min }$ is the set of all common real roots of the $h_{j}$ 's. The paper [90] explains in detail how the moment methodology applies to finding real roots, and [91] extends this to complex roots.

As we just proved, if (6.16) holds for a maximum rank optimal solution $y$ to (6.3), then $K_{p}^{\min }=V_{\mathbb{C}}\left(\operatorname{Ker} M_{s}(y)\right)$ is finite. Hence the conditions of Theorem 6.18 can apply only when $p$ has finitely many global minimizers over the set $K$. We will give in Example 6.24 an instance with infinitely many global minimizers and thus, as predicted, the rank condition (6.16) is not satisfied. We now see an example where the set $K_{p}^{\min }$ of global minimizers is finite but yet the conditions of Theorem 6.18 are never met.

EXAMPLE 6.19. We give here an example where $\left|K_{p}^{\min }\right|<\infty$ and $p_{t}^{\text {mom }}=p_{t}^{\text {sos }}<p^{\text {min }}$; hence condition (6.16) does not hold. Namely consider the problem

$$
p^{\min }=\min _{x \in K} p(x) \text { where } K:=\left\{x \in \mathbb{R}^{n} \mid g_{1}(x):=1-\sum_{i=1}^{n} x_{i}^{2} \geq 0\right\}
$$

Assume that $p$ is a homogeneous polynomial which is positive (i.e., $p(x)>0$ for all $x \in \mathbb{R}^{n} \backslash\{0\}$ ), but not a sum of squares. Then, $p^{\min }=0$ and the origin is the unique minimizer, i.e., $K_{p}^{\min }=\{0\}$. Consider the moment relaxation (6.3) and the dual SOS relaxation (6.2) for $t \geq d_{p}$. As $\mathbf{M}\left(g_{1}\right)$ is Archimedean, the SOS relaxation (6.2) is feasible for $t$ large enough. Moreover, as $K$ has a nonempty interior, there is no duality gap, i.e. $p_{t}^{\text {mom }}=p_{t}^{\text {sos }}$, and the supremum is attained in (6.2) (apply Theorem 6.1). We now verify that $p_{t}^{\text {sos }}=p_{t}^{\text {mom }}<p^{\text {min }}=0$. Indeed, if $p_{t}^{\text {sos }}=0$, then $p=s_{0}+s_{1}\left(1-\sum_{i=1}^{n} \mathbf{x}_{i}^{2}\right)$ where $s_{0}, s_{1} \in \mathbb{R}[\mathbf{x}]$ are sums of squares. It is not difficult to verify that this implies that $p$ must be a sum of squares (see [35, Prop. 4]), yielding a contradiction. Therefore, on this example, $p_{t}^{\text {mom }}=p_{t}^{\text {sos }}<p^{\text {min }}$ and thus the rank condition (6.16) cannot be satisfied. This situation is illustrated in Example 6.25. There we choose $p=M+\epsilon\left(\mathbf{x}_{1}^{6}+\mathbf{x}_{2}^{6}+\mathbf{x}_{3}^{6}\right)$ where $M$ is the Motzkin form (introduced in Example 3.7). Thus $p$ is a homogeneous positive polynomial and there exists $\epsilon>0$ for which $p_{\epsilon}$ is not $S O S$ (for if not $M=\lim _{\epsilon \rightarrow 0} p_{\epsilon}$ would be SOS since the cone $\Sigma_{3,6}$ is closed).

On the other hand, we now show that the rank condition (6.16) in Theorem 6.18 holds for $t$ large enough when the description of the set $K$ comprises a system of equations $h_{1}=0, \ldots, h_{m_{0}}=0$ having finitely many real zeros. Note that the next result also provides an alternative proof for Theorem 6.15 (ii), which does not use Putinar's theorem but results about moment matrices instead.

Theorem 6.20. [90, Prop. 4.6] Let $K$ be as in (2.5), let $\mathcal{J}$ be the ideal generated by $h_{1}, \ldots, h_{m_{0}}$ and assume that $\left|V_{\mathbb{R}}(\mathcal{J})\right|<\infty$. Fort large enough, there exists an integer $s, \max \left(d_{K}, d_{p}\right) \leq s \leq t$, such that $\operatorname{rank} M_{s}(y)=$ $\operatorname{rank} M_{s-d_{K}}(y)$ for any feasible solution $y$ to (6.3).

Proof. As in the proof of Theorem 6.15 (ii), let $\left\{f_{1}, \ldots, f_{L}\right\}$ be a Gröbner basis of $\mathcal{I}\left(V_{\mathbb{R}}(\mathcal{J})\right)$ for a total degree monomial ordering. By Claim 6.16, there exists $t_{1} \in \mathbb{N}$ such that $f_{1}, \ldots, f_{L} \in \operatorname{Ker} M_{t}(y)$ for all $t \geq t_{1}$. Let $\mathcal{B}$ be a basis of $\mathbb{R}[\mathbf{x}] / \mathcal{I}\left(V_{\mathbb{R}}(\mathcal{J})\right)$ and $d_{\mathcal{B}}:=\max _{b \in \mathcal{B}} \operatorname{deg}(b)$. Write any monomial as $x^{\alpha}=r^{(\alpha)}+\sum_{l=1}^{L} p_{l}^{(\alpha)} f_{l}$, where $r^{(\alpha)} \in \operatorname{Span}_{\mathbb{R}}(\mathcal{B}), p_{l}^{(\alpha)} \in \mathbb{R}[\mathbf{x}]$. Set $t_{2}:=\max \left(t_{1}, d_{\mathcal{B}}+d_{K}, d_{p}\right)$ and $t_{3}:=1+\max \left(t_{2}, \operatorname{deg}\left(p_{l}^{(\alpha)} f_{l}\right)\right.$ for $l \leq L,|\alpha| \leq$ $t_{2}$ ). Fix $t \geq t_{3}$ and let $y$ be feasible for (6.3). We claim that $\operatorname{rank} M_{t_{2}}(y)=$ $\operatorname{rank} M_{t_{2}-d_{K}}(y)$. Indeed, consider $\alpha \in \mathbb{N}_{t_{2}}^{n} . \operatorname{As~} \operatorname{deg}\left(p_{l}^{(\alpha)} f_{l}\right) \leq t-1$ and $f_{l} \in \operatorname{Ker} M_{t}(y)$, we deduce (using Lemma 5.7) that $p_{l}^{(\alpha)} f_{l} \in \operatorname{Ker} M_{t}(y)$ and thus $\mathbf{x}^{\alpha}-r^{(\alpha)} \in \operatorname{Ker} M_{t}(y)$. As $\operatorname{deg}\left(r^{(\alpha)}\right) \leq d_{\mathcal{B}} \leq t_{2}-d_{K}$, this shows that the $\alpha$ th column of $M_{t}(y)$ can be written as a linear combination of columns of $M_{t_{2}-d}(y)$; that is, $\operatorname{rank} M_{t_{2}}(y)=\operatorname{rank} M_{t_{2}-d_{K}}(y)$.

Let us conclude this section with a brief discussion about the assumptions made in Theorem 6.18. A first basic assumption we made there is that the moment relaxation (6.3) attains its minimum. This is the case, e.g., when the feasible region of (6.3) is bounded (which happens e.g. when a ball constraint is present in the description of $K$, cf. Proposition 6.2), or when program (6.2) is strictly feasible (recall Theorem 1.3). A second basic question is to find conditions ensuring that there is no duality gap, i.e. $p_{t}^{\mathrm{mom}}=p_{t}^{\text {sos }}$, since this is needed if one wants to solve the semidefinite programs using a primal-dual interior point algorithm. This is the case, e.g. when $K$ has a nonempty interior (by Theorem 6.1 ) or when any of the programs (6.3) or (6.2) is strictly feasible (recall Theorem 1.3).

Another question raised in Theorem 6.18 is to find an optimum solution to a semidefinite program with maximum rank. It is in fact a property of most interior-point algorithms that they return a maximum rank optimal solution. This is indeed the case for the SDP solver SeDuMi used within GloptiPoly. More precisely, when both primal and dual problems (6.3) and (6.2) are strictly feasible, then the interior-point algorithm SeDuMi constructs a sequence of points on the so-called central path, which has the property of converging to an optimal solution of maximum rank. SeDuMi also finds a maximum rank optimal solution under the weaker assumption that (6.3) is feasible and attains its minimum, (6.2) is feasible, and $p_{t}^{\text {mom }}=p_{t}^{\text {sos }}<\infty$. Indeed SeDuMi applies the so-called extended self-dual embedding technique, which consists of embedding the given program into a new program satisfying the required strict feasibility property; a maximum rank optimal solution for the original problem can then be derived from a maximum rank optimal solution to the embedded problem. See [33, Ch. 4], [176, Ch. 5] for details. (This issue is also discussed in [90] in the context of solving systems of polynomial equations.)

There are many further numerical issues arising for the practical implementation of the SOS/moment method. Just to name a few, the numerical instability of linear algebra dealing with matrices with a Hankel type structure, or the numerically sensitive issue of computing ranks, etc. To address
the first issue, Löfberg and Parrilo [100] suggest to use sampling to represent polynomials and other non-monomial bases of the polynomial ring $\mathbb{R}[\mathbf{x}]$; see also [34] where promising numerical results are reported for the univariate case, and [141].

Another issue, which is discussed in detail by Waki et al. [173], is that numerical errors in the computations may lead the SDP solver to return the wrong value. As an example they consider the problem

$$
\begin{equation*}
p^{\min }:=\min _{x \in K} x \text { where } K:=\left\{x \in \mathbb{R} \mid x \geq 0, x^{2}-1 \geq 0\right\} . \tag{6.17}
\end{equation*}
$$

Obviously, $p^{\min }=1$ and it is not difficult to check that $p_{t}^{\text {mom }}=p_{t}^{\mathrm{sos}}=0$ for all $t \geq 1$. However, as noted in [173], the values returned e.g. by the SDP solver SeDuMi when solving the SOS/moment relaxations of order $t=5,6$ are approximatively equal to 1 . So in practice the relaxations converge to $p_{\text {min }}$, while this is not true in theory! A fact which might help explain this strange behaviour is that, while $\mathbf{x}-1$ does not have any decomposition $s_{0}+\mathbf{x} s_{1}+\left(\mathbf{x}^{2}-1\right) s_{2}$ with $s_{0}, s_{1}, s_{2} \in \Sigma$, a small perturbation of it does have such a decomposition. Namely, for any $\epsilon>0$ there exists $r \in \mathbb{N}$ for which the perturbed polynomial $\mathbf{x}-1+\epsilon \mathbf{X}^{2 r}$ has a decomposition $s_{0}+\mathbf{x} s_{1}+\left(\mathbf{x}^{2}-1\right) s_{2}$ with $s_{0}, s_{1}, s_{2} \in \Sigma$. So it seems that, due to numerical errors introduced in the course of computation, the SDP solver is not solving the original problem (6.17) but some perturbation of it which behaves better. As a remedy to this Waki et al. [173] propose to use a solver using multiple-precision computations like SDPA-GMP [44]; applied to the above problem this solver indeed returns the correct value 0 for the moment/SOS relaxations of order 5. Henrion and Lasserre [62] had also reported similar findings about minimizing the Motzkin polynomial.
6.7. Extracting global minimizers. We explain here how to extract global minimizers to the problem (1.1) assuming we are in the situation of Theorem 6.18. That is, $y \in \mathbb{R}^{\mathbb{N}_{2 t}^{n}}$ is an optimal solution to the program (6.3) satisfying the rank condition (6.16). Then, as claimed in Theorem 6.18 (and its proof), $p_{t}^{\text {mom }}=p^{\min }, y$ has a $r$-atomic representing measure $\mu=\sum_{i=1}^{r} \lambda_{i} \delta_{v_{i}}$, where $\lambda_{i}>0, \sum_{i=1}^{r} \lambda_{i}=1, r=\operatorname{rank} M_{s}(y)$, and $V_{\mathbb{C}}\left(\operatorname{Ker} M_{s}(y)\right)=\left\{v_{1}, \ldots, v_{r}\right\} \subseteq K_{p}^{\min }$, the set of optimal solutions to (1.1). The question we now address is how to find the $v_{i}$ 's from the moment matrix $M_{s}(y)$. We present the method proposed by Henrion and Lasserre [62], although our description differs in some steps and follows the implementation proposed by Jibetean and Laurent [69] and presented in detail in Lasserre et al. [90].

Denote by $\tilde{y}$ the (infinite) sequence of moments of the measure $\mu$. Then, $M(\tilde{y})$ is a flat extension of $M_{s}(y)$. Hence, by Theorem 5.29, $\mathcal{I}:=$ $\operatorname{Ker} M(\tilde{y})=\left(\operatorname{Ker} M_{s}(y)\right)$ and any set $\mathcal{B} \subseteq \mathbb{T}_{s-1}^{n}$ indexing a maximum nonsingular principal submatrix of $M_{s-1}(y)$ is a basis of $\mathbb{R}[\mathbf{x}] / \mathcal{I}$. One can now determine $V_{\mathbb{C}}\left(\operatorname{Ker} M_{s}(y)\right)=V_{\mathbb{C}}(\mathcal{I})$ with the eigenvalue method presented in Section 2.4.

In a first step we determine a subset $\mathcal{B} \subseteq \mathbb{T}_{s-d_{K}}^{n}$ indexing a maximum nonsingular principal submatrix of $M_{s}(y)$. We can find such set $\mathcal{B}$ in a 'greedy manner', by computing the successive ranks of the north-east corner principal submatrices of $M_{s-d_{K}}(y)$. Starting from the constant monomial 1 , we insert in $\mathcal{B}$ as many low degree monomials as possible.

In a second step, for each $i=1, \ldots, n$, we construct the multiplication matrix $M_{\mathbf{x}_{i}}$ of the 'multiplication by $\mathbf{x}_{i}$ ' operator $m_{\mathbf{x}_{i}}$ (recall (2.6)) with respect to the basis $\mathcal{B}$ of $\mathbb{R}[\mathbf{x}] / \mathcal{I}$. By definition, for $\mathbf{x}^{\beta} \in \mathcal{B}$, the $\mathbf{x}^{\beta}$ th column of $M_{\mathbf{x}_{i}}$ contains the residue of the monomial $\mathbf{x}_{i} \mathbf{x}^{\beta}$ modulo $\mathcal{I}$ w.r.t. the basis $\mathcal{B}$. That is, setting $M_{\mathbf{x}_{i}}:=\left(a_{\alpha, \beta}^{(i)}\right)_{\mathbf{x}^{\alpha}, \mathbf{x}^{\beta} \in \mathcal{B}}$, the polynomial $\mathbf{x}_{i} \mathbf{x}^{\beta}-\sum_{\mathbf{x}^{\alpha} \in \mathcal{B}} a_{\alpha, \beta}^{(i)} \mathbf{x}^{\alpha}$ belongs to $\mathcal{I}$ and thus to $\operatorname{Ker} M_{s}(y)$. From this we immediately derive the following explicit characterization for $M_{\mathbf{x}_{i}}$ from the moment matrix $M_{s}(y)$.

Lemma 6.21. Let $M_{0}$ denote the principal submatrix of $M_{s}(y)$ indexed by $\mathcal{B}$ and let $U_{i}$ denote the submatrix of $M_{s}(y)$ whose rows are indexed by $\mathcal{B}$ and whose columns are indexed by the set $\mathbf{x}_{i} \mathcal{B}:=\left\{\mathbf{x}_{i} \mathbf{x}^{\alpha} \mid \mathbf{x}^{\alpha} \in \mathcal{B}\right\}$. Then, $M_{\mathbf{x}_{i}}=M_{0}^{-1} U_{i}$.

Given a polynomial $h \in \mathbb{R}[\mathbf{x}]$, the multiplication matrix of the 'multiplication by $h$ ' operator w.r.t. the basis $\mathcal{B}$ is then given by $M_{h}=$ $h\left(M_{\mathbf{x}_{1}}, \ldots, M_{\mathbf{x}_{n}}\right)$. In view of Theorem 2.9, the eigenvectors of $M_{h}^{T}$ are the vectors $\zeta_{\mathcal{B}, v}=\left(v^{\alpha}\right)_{\mathbf{x}^{\alpha} \in \mathcal{B}}$ with respective eigenvalues $h(v)$ for $v \in V_{\mathbb{C}}(\mathcal{I})$. A nice feature of the ideal $\mathcal{I}=\operatorname{Ker} M(\tilde{y})=\left(\operatorname{Ker} M_{s}(y)\right)$ is that it is (real) radical. Hence, if the values $h(v)$ for $v \in V_{\mathbb{C}}(\mathcal{I})$ are all distinct, then the matrix $M_{h}^{T}$ is non-derogatory, i.e., its eigenspaces are 1-dimensional and spanned by the vectors $\zeta_{\mathcal{B}, v}$ (for $v \in V_{\mathbb{C}}(\mathcal{I})$ ) (recall Lemma 2.12). In that case, one can recover the vectors $\zeta_{\mathcal{B}, v}$ directly from the right eigenvectors of $M_{h}$. Then it is easy - in fact, immediate if $\mathcal{B}$ contains the monomials $\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}$ - to recover the components of $v$ from the vector $\zeta_{\mathcal{B}, v}$. According to [24], if we choose $h$ as a random linear combination of the monomials $\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}$ then, with high probability, the values $h(v)$ at the distinct points of $V_{\mathbb{C}}(\mathcal{I})$ are all distinct.
6.8. Software and examples. Several software packages have been developed for computing sums of squares of polynomials and optimizing polynomials over semialgebraic sets.

- GloptiPoly, developed by Henrion and Lasserre [61], implements the moment/SOS hierarchies (6.3), (6.2), and the techniques described in this section for testing optimality and extracting global optimizers. See http://www.laas.fr/~henrion/software/gloptipoly/ The software has been recently updated to treat more general moment problems; cf. [63].
- SOSTOOLS, developed by Prajna, Papachristodoulou, Seiler and Parrilo [132], is dedicated to formulate and compute sums of squares optimization programs. See http://www.mit.edu/~~parrilo/sostools/

| order $t$ | rank sequence | bound $p_{t}^{\text {mom }}$ | solution extracted |
| :---: | :---: | :---: | :---: |
| 1 | $(1,7)$ | unbounded | none |
| 2 | $(\mathbf{1}, \mathbf{1}, 21)$ | -310 | $(5,1,5,0,5,10)$ |
| TABLE 1 |  |  |  |
| Moment relaxations for Example 6.22 |  |  |  |

- SparsePOP, developed by Waki, Kim, Kojima and Muramatsu [172], implements sparse moment/SOS relaxations for polynomial optimization problems having some sparsity pattern (see Section 8.1). See http://www.is.titech.ac.jp/~kojima/SparsePOP/
- Yalmip, developed by Löfberg, is a MATLAB toolbox for rapid prototyping of optimization problems, which implements in particular the sum-of-squares and moment based approaches. See http://control.ee.ethz.ch/~joloef/yalmip.php

We conclude with some small examples. See e.g. [78, 62, 90] for more examples.

Example 6.22. Consider the problem:

$$
\begin{array}{ll}
\min & p(x)=-25\left(x_{1}-2\right)^{2}-\left(x_{2}-2\right)^{2}-\left(x_{3}-1\right)^{2} \\
& -\left(x_{4}-4\right)^{2}-\left(x_{5}-1\right)^{2}-\left(x_{6}-4\right)^{2} \\
\text { s.t. } & \left(x_{3}-3\right)^{2}+x_{4} \geq 4, \quad\left(x_{5}-3\right)^{2}+x_{6} \geq 4 \\
& x_{1}-3 x_{2} \leq 2,-x_{1}+x_{2} \leq 2, x_{1}+x_{2} \leq 6 \\
& x_{1}+x_{2} \geq 2,1 \leq x_{3} \leq 5,0 \leq x_{4} \leq 6 \\
& 1 \leq x_{5} \leq 5,0 \leq x_{6} \leq 10, x_{1}, x_{2} \geq 0 .
\end{array}
$$

As shown in Table 1, GloptiPoly finds the optimum value -310 and a global minimizer $(5,1,5,0,5,10)$ at the relaxation of order $t=2$. This involves then the computation of a SDP with 209 variables, one semidefinite constraint involving a matrix of size 28 (namley, $M_{2}(y) \succeq 0$ ) and 16 semidefinite constraints involving matrices size 7 (namely, $M_{1}\left(g_{j} y\right) \succeq 0$, corresponding to the 16 constraints $g_{j} \geq 0$ of degree 1 or 2).

Example 6.23. Consider the problem

$$
\begin{array}{cl}
\min & p(x)=-x_{1}-x_{2} \\
s . t . & x_{2} \leq 2 x_{1}^{4}-8 x_{1}^{3}+8 x_{1}^{2}+2 \\
& x_{2} \leq 4 x_{1}^{4}-32 x_{1}^{3}+88 x_{1}^{2}-96 x_{1}+36 \\
& 0 \leq x_{1} \leq 3,0 \leq x_{2} \leq 4
\end{array}
$$

As shown in Table 2, GloptiPoly solves the problem at optimality at the relaxation of order $t=4$.

Example 6.24. Consider the problem:

$$
\begin{array}{ll}
\min & p(x)=x_{1}^{2} x_{2}^{2}\left(x_{1}^{2}+x_{2}^{2}-3 x_{3}^{2}\right)+x_{3}^{6} \\
\text { s.t. } & x_{1}^{2}+x_{2}^{2}+x_{3}^{2} \leq 1,
\end{array}
$$

| order $t$ | rank sequence | bound $p_{t}^{\text {mom }}$ | solution extracted |
| :---: | :---: | :---: | :---: |
| 2 | $(1,1,4)$ | -7 | none |
| 3 | $(1,2,2,4)$ | -6.6667 | none |
| 4 | $(\mathbf{1}, \mathbf{1}, \mathbf{1}, \mathbf{1}, 6)$ | -5.5080 | $(2.3295,3.1785)$ |

Moment relaxations for Example 6.23

| Order <br> $t$ | rank sequence | bound $p_{t}^{\text {mom }}$ | value reached <br> by moment <br> vector |
| :---: | :---: | :---: | :---: |
| 3 | $(1,4,9,13)$ | -0.0045964 | $710^{-26}$ |
| 4 | $(1,4,10,20,29)$ | -0.00020329 | $310^{-30}$ |
| 5 | $(1,4,10,20,34,44)$ | $-2.897610^{-5}$ | $310^{-36}$ |
| 6 | $(1,4,10,20,34,56,84)$ | $-6.837610^{-6}$ | $610^{-42}$ |
| 7 | $(1,4,10,20,35,56,84,120)$ | $-2.156910^{-6}$ | $410^{-43}$ |
| TABLE 3 |  |  |  |

Moment relaxations for Example 6.24
of minimizing the Motzkin form over the unit ball. As we see in Table 3, the moment bounds $p_{t}^{\text {mom }}$ converge to $p^{\text {min }}=0$, but optimality cannot be detected via the rank condition (6.16) since it is never satisfied. This is to be expected since $p$ has infinitely many global minimizers over the unit ball. However the criterion (6.15) applies here; indeed GloptiPoly returns that the relaxed vector $x^{*}:=\left(y_{e_{i}}\right)_{i=1}^{3}$ (where $y$ is the optimum solution to the moment relaxation) is feasible (i.e. lies in the unit ball) and reaches the objective value which is mentioned in the last column of Table 3; here $x^{*} \sim 0$.

Example 6.25. Consider the problem

$$
\begin{array}{ll}
\min & p(x)=x_{1}^{2} x_{2}^{2}\left(x_{1}^{2}+x_{2}^{2}-3 x_{3}^{2}\right)+x_{3}^{6}+\epsilon\left(x_{1}^{6}+x_{2}^{6}+x_{3}^{6}\right) \\
\text { s.t. } & x_{1}^{2}+x_{2}^{2}+x_{3}^{2} \leq 1,
\end{array}
$$

of minimizing the perturbed Motzkin form over the unit ball. For any $\epsilon>0$, $p^{\min }=0$ and $p$ is positive, i.e. the origin is the unique global minimizer. Moreover, $p_{\epsilon}$ is SOS if and only if $\epsilon \geq \epsilon^{*} \sim 0.01006$ [171]. Hence, as explained in Example 6.19, it is to be expected that for $\epsilon<\epsilon^{*}$, the rank condition (6.16) does not hold. This is confirmed in Table 4 which gives results for $\epsilon=0.01$. Again the criterion (6.15) applies, i.e. the moment vector $y$ yields the global minimizer $x^{*}=\left(y_{e_{i}}\right)_{i=1}^{3}, x^{*} \sim 0$, and the last column gives the value of $p_{\epsilon}$ evaluated at $x^{*}$.

The following example (taken from [90]) illustrates how the method can be used to compute the real roots to a system of polynomial equations: $h_{1}(x)=0, \ldots, h_{m}(x)=0$. Indeed this problem can be cast as finding the

| $t$ | rank sequence | bound $p_{t}^{\text {mom }}$ | value reached <br> by moment <br> vector |
| :---: | :---: | :---: | :---: |
| 3 | $(1,4,9,13)$ | $-2.1110^{-5}$ | $1.6710^{-44}$ |
| 4 | $(1,4,10,20,35)$ | $-1.9210^{-9}$ | $4.4710^{-60}$ |
| 5 | $(1,4,10,20,35,56)$ | $2.9410^{-12}$ | $1.2610^{-44}$ |
| 6 | $(1,4,10,20,35,56,84)$ | $3.5410^{-12}$ | $1.510^{-44}$ |
| 7 | $(1,4,10,20,35,56,84,120)$ | $4.0910^{-12}$ | $2.8310^{-43}$ |
| 8 | $(1,4,10,20,35,56,84,120,165)$ | $4.7510^{-12}$ | $5.2410^{-44}$ |
| TABLE 4 |  |  |  |

Moment relaxations for Example 6.25
global minimizers of the minimization problem:

$$
\min p(x):=1 \text { s.t. } h_{1}(x)=0, \ldots, h_{m}(x)=0
$$

Thus when the system has finitely many real roots one can find them by solving a sufficiently large semidefinite moment relaxation.

Example 6.26. Consider the polynomials

$$
\begin{aligned}
h_{1} & =5 \mathbf{x}_{1}^{9}-6 \mathbf{x}_{1}^{5} \mathbf{x}_{2}+\mathbf{x}_{1} \mathbf{x}_{2}^{4}+2 \mathbf{x}_{1} \mathbf{x}_{3} \\
h_{2} & =-2 \mathbf{x}_{1}^{6} \mathbf{x}_{2}+2 \mathbf{x}_{1}^{2} \mathbf{x}_{2}^{3}+2 \mathbf{x}_{2} \mathbf{x}_{3} \\
h_{3} & =\mathbf{x}_{1}^{2}+\mathbf{x}_{2}^{2}-0.265625
\end{aligned}
$$

Table 5 shows the rank sequences for the moment relaxations of order $t=5, \ldots, 8$. Here we have $d_{K}=5$, where $K:=\left\{x \in \mathbb{R}^{3} \mid h_{1}(x)=\right.$ $\left.0, \ldots, h_{3}(x)=0\right\}$. At order $t=8$, the flatness condition holds, but we have only $\operatorname{rank} M_{4}(y)=\operatorname{rank} M_{2}(y)$, while the condition (6.16) would require $\operatorname{rank} M_{s}(y)=\operatorname{rank} M_{s-5}(y)$ for some $s \geq 5$. Thus at order $t=8$, we can extract 8 real points, but we cannot claim that they lie in the set $K$. However it suffices to check afterwards that the extracted points lie in $K$, i.e. satisfy the equations $h_{1}=0, \ldots, h_{3}=0$. The column 'accuracy' shows the quantity $\max _{j, v}\left|h_{j}(v)\right|$, where $v$ runs over the extracted points and $j=1,2,3$. The extracted real roots are:

$$
\begin{aligned}
& x_{1}=(-0.515,-0.000153,-0.0124), \\
& x_{2}=(-0.502,0.119,0.0124), \\
& x_{3}=(0.502,0.119,0.0124), \\
& x_{4}=(0.515,-0.000185,-0.0125), \\
& x_{5}=(0.262,0.444,-0.0132), \\
& x_{6}=(-2.07 e-5,0.515,-1.27 e-6), \\
& x_{7}=(-0.262,0.444,-0.0132), \\
& x_{8}=(-1.05 e-5,-0.515,-7.56 e-7) .
\end{aligned}
$$

| order $t$ | rank sequence | accuracy |
| :---: | :---: | :---: |
| 5 | 148162534 | - |
| 6 | 13915222632 | - |
| 7 | 1381012162024 | - |
| 8 | 1488812162024 | $4.6789 \mathrm{e}-5$ |

Moment relaxations for Example 6.26

Note that there are 20 complex roots in total.

## 7. Application to optimization - Some further selected topics.

### 7.1. Approximating positive polynomials by sums of squares.

 We now come back to the comparison between nonnegative polynomials and sums of squares of polynomials. As we saw earlier, the parameters $(n, d)$ for which every nonnegative polynomial of degree $d$ in $n$ variables is a sum of squares have been characterized by D. Hilbert; namely, they are $(n=1, d$ even $),(n \geq 1, d=2)$, and $(n=2, d=4)$. Thus for any other pair $(n, d)$ ( $d$ even) there exist nonnegative polynomials that cannot be written as a sum of squares. A natural question is whether there are many or few such polynomials. Several answers may be given depending whether the degree and the number of variables are fixed or not. First, on the negative side, Blekherman [16] has shown that when the degree $d$ is fixed but the number $n$ of variables grows, then there are significantly more positive polynomials than sums of squares. More precisely, for $d \in \mathbb{N}$ even, consider the cone $\mathbf{H}_{d}$ (resp., $\boldsymbol{\Sigma}_{d}$ ) of homogeneous polynomials $p \in \mathbb{R}[\mathbf{x}]$ of degree $d$ that are nonnegative on $\mathbb{R}^{n}$ (resp., a sum of squares). In order to compare the two cones, Blekherman considers their sections $\widehat{\mathbf{H}}_{d}:=\mathbf{H}_{d} \cap H$ and $\widehat{\boldsymbol{\Sigma}}_{d}:=\boldsymbol{\Sigma}_{d} \cap H$ by the hyperplane $H:=\left\{p \mid \int_{S^{n-1}} p(x) \mu(d x)=1\right\}$, where $\mu$ is the rotation invariant probability measure on the unit sphere $S^{n-1}$.Theorem 7.1. [16] There exist constants $C_{1}, C_{2}>0$ depending on $d$ only such that for any $n$ large enough,

$$
C_{1} n^{(d / 2-1) / 2} \leq\left(\frac{\operatorname{vol} \widehat{\mathbf{H}}_{d}}{\operatorname{vol} \widehat{\boldsymbol{\Sigma}}_{d}}\right)^{1 / D} \leq C_{2} n^{(d / 2-1) / 2}
$$

where $D:=\binom{n+d-1}{d}-1$.
However, on the positive side, Berg [11] has shown that, when the number of variables is fixed but the degree is variable, then the cone of sums of squares is dense in the cone of polynomials nonnegative on $[-1,1]^{n}$. While Berg's result is existential, Lasserre and Netzer [92] have provided an
explicit and very simple sum of squares approximation, which we present in Theorem 7.2 below. Previously, Lasserre [84] had given an analogous result for polynomials nonnegative on the whole space $\mathbb{R}^{n}$, presented in Theorem 7.3 below. To state the results we need the following polynomials:

$$
\begin{equation*}
\theta_{t}:=\sum_{k=0}^{t} \sum_{i=1}^{n} \frac{\mathbf{x}_{i}^{2 k}}{k!}, \quad \Theta_{t}:=1+\sum_{i=1}^{n} \mathbf{x}_{i}^{2 t} \tag{7.1}
\end{equation*}
$$

defined for any $t \in \mathbb{N}$.
ThEOREM 7.2. [92] Let $f \in \mathbb{R}[\mathbf{x}]$ be a polynomial nonnegative on $[-1,1]^{n}$ and let $\Theta_{t}$ be as in (7.1). For any $\epsilon>0$, there exists $t_{0} \in \mathbb{N}$ such that the polynomial $f+\epsilon \Theta_{t}$ is a sum of squares for all $t \geq t_{0}$.

Theorem 7.3. [84] Let $f \in \mathbb{R}[\mathbf{x}]$ be a polynomial nonnegative on $\mathbb{R}^{n}$ and let $\theta_{t}$ be as in (7.1). For any $\epsilon>0$, there exists $t_{0} \in \mathbb{N}$ such that $f+\epsilon \theta_{t}$ is a sum of squares for all $t \geq t_{0}$.

In both cases the proof relies on a result about existence of a representing measure, combined with some elementary bounds on the entries of positive semidefinite moment matrices. For Theorem 7.2 we use the result from Theorem 4.12 about existence of a representing measure for bounded sequences. On the other hand, for Theorem 7.3, we need the following (more difficult) result of Carleman (for the case $n=1$ ) and Nussbaum (for $n \geq 1$ ). Recall that $e_{1}, \ldots, e_{n}$ denote the standard unit vectors in $\mathbb{R}^{n}$. Thus, for $y \in \mathbb{R}^{\mathbb{N}^{n}}, y_{2 k e_{i}}$ is its entry indexed by $2 k e_{i}$, i.e. $y_{2 k e_{i}}=y_{(0, \ldots, 0,2 k, 0, \ldots, 0)}$ where $2 k$ is at the $i$ th position.

Theorem 7.4. [119] Given $y \in \mathbb{R}^{\mathbb{N}^{n}}$, if $M(y) \succeq 0$ and

$$
\begin{equation*}
\sum_{k=0}^{\infty} y_{2 k e_{i}}^{-1 / 2 k}=\infty \quad(i=1, \ldots, n) \tag{7.2}
\end{equation*}
$$

then $y$ has a (unique) representing measure.
Observe that Theorem 7.2 in fact implies Theorem 7.3. Indeed, if $f \geq 0$ on $\mathbb{R}^{n}$, then $f \geq 0$ on $[-1,1]^{n}$ and thus, by Theorem 7.2 , there exist $\epsilon>0$ and $t_{0} \in \mathbb{N}$ for which $f+\epsilon \Theta_{t}$ is SOS for all $t \geq t_{0}$. It suffices now to observe that $\theta_{t}=s+\frac{1}{t!} \Theta_{t}$, where $s=\sum_{k=1}^{t-1} \sum_{i=1}^{n} \frac{\mathbf{x}_{i}^{2 k}}{k!}+\frac{-1+n t!}{t!}$ is SOS, which shows that $f+\epsilon t!\theta_{t}$ is SOS.

In what follows we first give the proof of Theorem 7.2 and, although it implies Theorem 7.3, we also give a direct proof for Theorem 7.3 since it might be instructive to see how Carleman's result (Theorem 7.4) is used in the proof.
7.1.1. Bounds on entries of positive semidefinite moment matrices. We begin with some elementary bounds from [84, 92] on the entries of $M_{t}(y)$, which will be used in the proof, and might be of independent interest. As we now see, when $M_{t}(y) \succeq 0$, all entries $y_{\alpha}$ can be bounded
in terms of $y_{0}$ and $y_{(2 t, 0, \ldots, 0)}, \ldots, y_{(0, \ldots, 0,2 t)}$, the entries indexed by the constant monomial 1 and the highest order monomials $\mathbf{x}_{1}^{2 t}, \ldots, \mathbf{x}_{n}^{2 t}$. For $0 \leq k \leq t$, set

$$
\tau_{k}:=\max \left(y_{(2 k, 0, \ldots, 0)}, \ldots, y_{(0, \ldots, 0,2 k)}\right)=\max _{i=1, \ldots, n} y_{2 k e_{i}}
$$

thus $\tau_{0}=y_{0}$. We will use the inequality $y_{\alpha+\beta}^{2} \leq y_{2 \alpha} y_{2 \beta}$ (for $\alpha, \beta \in \mathbb{N}_{t}^{n}$ ), which follows from the fact that the submatrix of $M_{t}(y)$ indexed by $\{\alpha, \beta\}$ is positive semidefinite.

LEmma 7.5. Assume $M_{t}(y) \succeq 0$ and $n=1$. Then $y_{2 k} \leq \max \left(\tau_{0}, \tau_{t}\right)$ for $0 \leq k \leq t$.

Proof. The proof is by induction on $t \geq 0$. If $t=0,1$, the result is obvious. Assume $t \geq 1$ and the result holds for $t-1$, i.e. $y_{0}, \ldots, y_{2 t-2} \leq$ $\max \left(y_{0}, y_{2 t-2}\right)$; we show that $y_{0}, \ldots, y_{2 t} \leq \max \left(y_{0}, y_{2 t}\right)$. This is obvious if $y_{0} \geq y_{2 t-2}$. Assume now $y_{0} \leq y_{2 t-2}$. As $y_{2 t-2}^{2} \leq y_{2 t-4} y_{2 t} \leq y_{2 t-2} y_{2 t}$, we deduce $y_{2 t-2} \leq y_{2 t}$ and thus $y_{0}, \ldots, y_{2 t} \leq y_{2 t}=\max \left(y_{0}, y_{2 t}\right)$.

Lemma 7.6. Assume $M_{t}(y) \succeq 0$. Then $y_{2 \alpha} \leq \tau_{k}$ for all $|\alpha|=k \leq t$.
Proof. The case $n=1$ being obvious, we first consider the case $n=2$. Say $s:=\max _{|\alpha|=k} y_{2 \alpha}$ is attained at $y_{2 \alpha^{*}}$. As $2 \alpha_{1}^{*} \geq k \Longleftrightarrow 2 \alpha_{2}^{*} \leq k$, we may assume w.l.o.g. $2 \alpha_{1}^{*} \geq k$. Write $2 \alpha^{*}=(k, 0)+\left(2 \alpha_{1}^{*}-k, 2 \alpha_{2}^{*}\right)=$ $(k, 0)+\left(k-2 \alpha_{2}^{*}, 2 \alpha_{2}^{*}\right)$. Then $y_{2 \alpha^{*}}^{2} \leq y_{(2 k, 0)} y_{\left(2 k-4 \alpha_{2}^{*}, 4 \alpha_{2}^{*}\right)}$. Now $y_{2 \alpha^{*}}^{2}=s^{2}$, $y_{\left(2 k-4 \alpha_{2}^{*}, 4 \alpha_{2}^{*}\right)} \leq s, y_{(2 k, 0)} \leq \tau_{k}$, which implies $s \leq \tau_{k}$. This shows the result in the case $n=2$.

Assume now $n \geq 3$ and the result holds for $n-1$. Thus $y_{2 \alpha} \leq \tau_{k}$ if $|\alpha|=k$ and $\alpha_{i}=0$ for some $i$. Assume now $1 \leq \alpha_{1} \leq \ldots \leq \alpha_{n}$. Consider the sequences $\gamma:=\left(2 \alpha_{1}, 0, \alpha_{3}+\alpha_{2}-\alpha_{1}, \alpha_{4}, \ldots, \alpha_{n}\right)$ and $\gamma^{\prime}:=$ $\left(0,2 \alpha_{2}, \alpha_{3}+\alpha_{1}-\alpha_{2}, \alpha_{4}, \ldots, \alpha_{n}\right)$. Thus $|\gamma|=\left|\gamma^{\prime}\right|=|\alpha|=k, \gamma+\gamma^{\prime}=2 \alpha$. As $\gamma_{2}=\gamma_{1}^{\prime}=0$, we have $y_{2 \gamma}, y_{2 \gamma^{\prime}} \leq \tau_{k}$. Hence $y_{2 \alpha}^{2}=y_{\gamma+\gamma^{\prime}}^{2} \leq y_{2 \gamma} y_{2 \gamma^{\prime}} \leq \tau_{k}^{2}$, implying $y_{2 \alpha} \leq \tau_{k}$.

Corollary 7.7. Assume $M_{t}(y) \succeq 0$. Then $\left|y_{\alpha}\right| \leq \max _{0 \leq k \leq t} \tau_{k}=$ $\max \left(\tau_{0}, \tau_{t}\right)$ for all $|\alpha| \leq 2 t$.

Proof. Using Lemma 7.5, we see that $y_{(2 k, 0, \ldots, 0)} \leq \max \left(y_{0}, y_{2 t, 0, \ldots, 0)}\right) \leq$ $\max \left(\tau_{0}, \tau_{t}\right)$, implying $\tau_{k} \leq \max \left(\tau_{0}, \tau_{t}\right)$ and thus $\max _{0 \leq k \leq t} \tau_{k}=$ $\max \left(\tau_{0}, \tau_{t}\right)=: \tau$. By Lemma 7.6 we deduce $y_{2 \alpha} \leq \tau$ for $|\alpha| \leq \bar{t}$. Consider now $|\gamma| \leq 2 t$. Write $\gamma=\alpha+\beta$ with $|\alpha|,|\beta| \leq t$. Then $y_{\gamma}^{2} \leq y_{2 \alpha} y_{2 \beta} \leq \tau^{2}$, giving $\left|y_{\gamma}\right| \leq \tau$.

We mention for completeness another result for bounding entries of a positive semidefinite moment matrix. This result is used in [86] for giving an explicit set of conditions ensuring that a polynomial $p$ is a sum of squares, the conditions depending only on the coefficients of $p$.

Lemma 7.8. [86] If $M_{t}(y) \succeq 0$ and $y_{0}=1$, then $\left|y_{\alpha}\right|^{1 /|\alpha|} \leq \tau_{t}^{1 / 2 t}$ for all $|\alpha| \leq 2 t$.

Proof. Use induction on $t \geq 1$. The result holds obviously for $t=1$. Assume the result holds for $t \geq 1$ and let $M_{t+1}(y) \succeq 0, y_{0}=1$. By the induction assumption, $\left|y_{\alpha}\right|^{1 /|\alpha|} \leq \tau_{t}^{1 / 2 t}$ for $|\alpha| \leq 2 t$. By Lemma 7.6, $\left|y_{\alpha}\right| \leq \tau_{t+1}$ for $|\alpha|=2 t+2$. We first show $\tau_{t}^{1 / t} \leq \tau_{t+1}^{1 /(t+1)}$. For this, say $\tau_{t}=y_{2 t e_{1}}$; then $\tau_{t}^{2}=y_{2 t e_{1}}^{2} \leq y_{2(t+1) e_{1}} y_{2(t-1) e_{1}} \leq \tau_{t+1} \tau_{t}^{(2 t-2) / 2 t}$, which gives $\tau_{t}^{1 / t} \leq \tau_{t+1}^{1 /(t+1)}$. Remains only to show that $\left|y_{\alpha}\right|^{1 /|\alpha|} \leq \tau_{t+1}^{1 / t+1}$ for $|\alpha|=2 t+1$ (as the case $|\alpha| \leq 2 t$ follows using the induction assumption, and $|\alpha|=2 t+2$ has been settled above). Say, $|\alpha|=2 t+1$ and $\alpha=\beta+\gamma$ with $|\beta|=t,|\gamma|=t+1$. Then $y_{\alpha}^{2} \leq y_{2 \beta} y_{2 \gamma} \leq \tau_{t} \tau_{t+1} \leq \tau_{t+1}^{t /(t+1)} \tau_{t+1}=$ $\tau_{t+1}^{(2 t+1) /(t+1)}$, giving the desired result.
7.1.2. Proof of Theorem 7.2. The following result is crucial for the proof of Theorem 7.2.

Proposition 7.9. Given a polynomial $f \in \mathbb{R}[\mathbf{x}]$ consider the program

$$
\begin{equation*}
\epsilon_{t}^{*}:=\inf f^{T} y \text { s.t. } M_{t}(y) \succeq 0, y^{T} \Theta_{t} \leq 1 \tag{7.3}
\end{equation*}
$$

for any integer $t \geq d_{f}=\lceil\operatorname{deg}(f) / 2\rceil$. Recall the polynomial $\Theta_{t}$ from (7.1). Then,
(i) $-\infty<\epsilon_{t}^{*} \leq 0$ and the infimum is attained in (7.3).
(ii) For $\epsilon \geq 0$, the polynomial $f+\epsilon \Theta_{t}$ is a sum of squares if and only if $\epsilon \geq-\epsilon_{t}^{*}$. In particular, $f$ is a sum of squares if and only if $\epsilon_{t}^{*}=0$.
(iii) If the polynomial $f \in \mathbb{R}[\mathbf{x}]$ is nonnegative on $[-1,1]^{n}$, then $\lim _{t \rightarrow \infty} \epsilon_{t}^{*}=0$.
Proof. Let $y$ be feasible for the program (7.3). Then $0 \leq$ $y_{0}, y_{(2 t, 0, \ldots, 0)}, \ldots, y_{(0, \ldots, 0,2 t)} \leq 1$ (from the linear constraint $y^{T} \Theta_{t} \leq 1$ ) which, using Corollary 7.7, implies $\left|y_{\alpha}\right| \leq 1$ for all $\alpha$. Hence the feasible region of (7.3) is bounded and nonempty (as $y=0$ is feasible). Therefore the infimum is attained in program (7.3) and $-\infty<\epsilon_{t}^{*} \leq 0$, showing (i). One can verify that the dual semidefinite program of (7.3) reads

$$
d_{t}^{*}:=\sup _{\lambda \geq 0}-\lambda \text { s.t. } f+\lambda \Theta_{t} \text { is a sum of squares. }
$$

As the program (7.3) is strictly feasible (choose for $y$ the sequence of moments of a measure with positive density on $\mathbb{R}^{n}$, with finite moments up to order $2 t$, rescaled so as to satisfy $y^{T} \Theta_{t} \leq 1$ ), its dual semidefinite program attains it supremum and there is no duality gap, i.e. $\epsilon_{t}^{*}=d_{t}^{*}$. Thus $f+\epsilon \Theta_{t}$ is a sum of squares if and only if $-\epsilon \leq d_{t}^{*}=\epsilon_{t}^{*}$, i.e. $\epsilon \geq-\epsilon_{t}^{*}$, showing (ii).

We now show (iii). Say $\epsilon_{t}^{*}=f^{T} y^{(t)}$, where $y^{(t)}$ is an optimum solution to (7.3) with, as we saw above, $y^{(t)} \in[-1,1]^{\mathbb{N}_{2 t}^{n}}$. Complete $y^{(t)}$ to a sequence $\tilde{y}^{(t)}=\left(y^{(t)}, 0, \ldots, 0\right) \in[-1,1]^{\mathbb{N}^{n}}$. As $[-1,1]^{\mathbb{N}^{n}}$ is compact, there exists a converging subsequence $\left(y^{\left(t_{l}\right)}\right)_{l \geq 0}$, converging to $y^{*} \in[-1,1]^{\mathbb{N}^{n}}$ in the product topology. In particular, there is coordinate-wise convergence, i.e. $\left(y_{\alpha}^{\left(t_{l}\right)}\right)_{l \geq 0}$ converges to $y_{\alpha}^{*}$, for all $\alpha$. Therefore $M\left(y^{*}\right) \succeq 0$.

As $y^{*} \in[-1,1]^{\mathbb{N}^{n}}$, we deduce using Theorem 4.12 that $y^{*}$ has a representing measure $\mu$ on $[-1,1]^{n}$. In particular, $\epsilon_{t_{l}}^{*}=f^{T} y^{\left(t_{l}\right)}$ converges to $f^{T} y^{*}=\int_{[-1,1]^{n}} f(x) \mu(d x)$. By assumption, $f \geq 0$ on $[-1,1]^{n}$ and thus $f^{T} y^{*} \geq 0$. On the other hand, $f^{T} y^{*} \leq 0$ since $\epsilon_{t}^{*} \leq 0$ for all $t$. Thus $f^{T} y^{*}=0$. This shows that the only accumulation point of the sequence $\epsilon_{t}$ is 0 and thus $\epsilon_{t}$ converges to 0 .

We can now conclude the proof of Theorem 7.2. Let $\epsilon>0$. By Proposition 7.9 (iii), $\lim _{t \rightarrow \infty} \epsilon_{t}^{*}=0$. Hence there exists $t_{0} \in \mathbb{N}$ such that $\epsilon_{t}^{*} \geq-\epsilon$ for all $t \geq t_{0}$. Applying Proposition 7.9 (ii), we deduce that $f+\epsilon \Theta_{t}$ is a sum of squares.

As an example, consider the univariate polynomial $f=1-\mathbf{x}^{2}$, obviously nonnegative on $[-1,1]$. Then, for $\epsilon \geq(t-1)^{t-1} / t^{t}$, the polynomial $f+\epsilon \mathbf{x}^{2 t}$ is nonnegative on $\mathbb{R}$ and thus a sum of squares (see [92] for details).
7.1.3. Proof of Theorem 7.3. We now turn to the proof of Theorem 7.3, whose details are a bit more technical. Given an integer $M>0$, consider the program

$$
\begin{equation*}
\mu_{M}^{*}:=\inf _{\mu} \int f(x) \mu(d x) \text { s.t. } \int \sum_{i=1}^{n} e^{x_{i}^{2}} \mu(d x) \leq n e^{M^{2}}, \tag{7.4}
\end{equation*}
$$

where the infimum is taken over all probability measures $\mu$ on $\mathbb{R}^{n}$.
Lemma 7.10. Let $f \in \mathbb{R}[\mathbf{x}]$ and assume $f^{\min }:=\inf _{x \in \mathbb{R}^{n}} f(x)>-\infty$. Then $\mu_{M}^{*} \downarrow f^{\text {min }}$ as $M \rightarrow \infty$.

Proof. Obviously, the sequence $\left(\mu_{M}^{*}\right)_{M}$ is monotonically non-increasing and $\mu_{M}^{*} \geq f^{\text {min }}$. Next observe that $\mu_{M}^{*} \leq \inf _{\|x\|_{\infty} \leq M} f(x)$ since the Dirac measure $\mu=\delta_{x}$ at any point $x$ with $\|x\|_{\infty} \leq M$ is feasible for (7.4) with objective value $f(x)$. Now $\inf _{\|x\|_{\infty} \leq M} f(x)$ converges to $f^{\text {min }}$ as $M \rightarrow \infty$, which implies that $\mu_{M}^{*} \downarrow f^{\text {min }}$ as $M \rightarrow \infty$.

The idea is now to approach the optimum value of (7.4) via a sequence of moment relaxations. Namely, for any integer $t \geq d_{f}=\lceil\operatorname{deg}(f) / 2\rceil$, consider the semidefinite program

$$
\begin{equation*}
\epsilon_{t, M}^{*}:=\inf f^{T} y \text { s.t. } M_{t}(y) \succeq 0, y_{0}=1, y^{T} \theta_{t} \leq n e^{M^{2}} \tag{7.5}
\end{equation*}
$$

whose dual reads

$$
\begin{equation*}
d_{t, M}^{*}:=\sup _{\gamma, \lambda} \gamma-\lambda n e^{M^{2}} \text { s.t. } \lambda \geq 0, \gamma+\lambda \theta_{r} \text { is a sum of squares. } \tag{7.6}
\end{equation*}
$$

The next result is crucial for the proof of Theorem 7.3.
Proposition 7.11. Fix $M>0, t \geq d_{f}$, and assume $f^{\min }>-\infty$. The following holds for the programs (7.5) and (7.6).
(i) The optimum is attained in both programs (7.5) and (7.6) and there is no duality gap, i.e. $\epsilon_{t, M}^{*}=d_{t, M}^{*}$.
(ii) $\epsilon_{t, M}^{*} \uparrow \mu_{M}^{*}$ as $t \rightarrow \infty$.

Proof. (i) As (7.5) is strictly feasible, its dual (7.6) attains its optimum and there is no duality gap. The infimum is attained in program (7.5) since the feasible region is bounded (directly using the constraint $y^{T} \theta_{t} \leq n e^{M^{2}}$ together with Corollary 7.7) and nonempty (as $y=(1,0, \ldots, 0)$ is feasible for (7.5)).
(ii) We begin with observing that $\left(\epsilon_{t, M}^{*}\right)_{t}$ is monotonically nondecreasing; hence $\lim _{t \rightarrow \infty} \epsilon_{t, M}^{*}=\sup _{t} \epsilon_{t, M}^{*}$. Let $\mu$ be feasible for (7.4) and let $y$ be its sequence of moments. Then, for any integer $t \geq d_{f}$, $\int f(x) \mu(d x)=f^{T} y, M_{t}(y) \succeq 0, y_{0}=1$ and, as $\sum_{k=0}^{\infty} x_{i}^{2 k} / k!=e^{x_{i}^{2}}$, the constraint $\int \sum_{i=1}^{n} e^{x_{i}^{2}} \mu(d x) \leq n e^{M^{2}}$ implies $y^{T} \theta_{t} \leq n e^{M^{2}}$. That is, $y$ is feasible for (7.5) and thus $\mu_{M}^{*} \geq \epsilon_{t, M}^{*}$. This shows $\mu_{M}^{*} \geq \lim _{t \rightarrow \infty} \epsilon_{t, M}^{*}$.

We now show the reverse inequality. For this we first note that if $y$ is feasible for (7.5), then $\max _{i \leq n, k \leq t} y_{2 k e_{i}} \leq t!n e^{M^{2}}=: \sigma_{t}$ and thus $\max _{|\alpha| \leq 2 t}\left|y_{\alpha}\right| \leq \sigma_{t}$ (by Corollary 7.7). Moreover, for any $s \leq t,\left|y_{\alpha}\right| \leq \sigma_{s}$ for $|\alpha| \leq 2 s$ (since the restriction of $y$ to $\mathbb{R}^{\mathbb{N}_{2 s}^{n}}$ is feasible for the program (7.5) with $s$ in place of $t$.

Say $\epsilon_{t, M}^{*}=f^{T} y^{(t)}$, where $y^{(t)}$ is an optimum solution to (7.5) (which is attained by (i)). Define $\tilde{y}^{(t)}=\left(y^{(t)}, 0 \ldots 0\right) \in \mathbb{R}^{\mathbb{N}^{n}}$ and $\hat{y}^{(t)} \in \mathbb{R}^{\mathbb{N}^{n}}$ by $\hat{y}_{\alpha}^{(t)}:=\tilde{y}_{\alpha}^{(t)} / \sigma_{s}$ if $2 s-1 \leq|\alpha| \leq 2 s, s \geq 0$. Thus each $\hat{y}^{(t)}$ lies in the compact set $[-1,1]^{\mathbb{N}^{n}}$. Hence there is a converging subsequence $\left(\hat{y}^{\left(t_{l}\right)}\right)_{l \geq 0}$, converging say to $\hat{y} \in[-1,1]^{\mathbb{N}^{n}}$. In particular, $\lim _{l \rightarrow \infty} \hat{y}_{\alpha}^{\left(t_{l}\right)}=\hat{y}_{\alpha}$ for all $\alpha$. Define $y^{*} \in \mathbb{R}^{\mathbb{N}^{n}}$ by $y_{\alpha}^{*}:=\sigma_{s} \hat{y}_{\alpha}$ for $2 s-1 \leq|\alpha| \leq 2 s, s \geq 0$. Then $\lim _{l \rightarrow \infty} \tilde{y}_{\alpha}^{\left(t_{l}\right)}=y_{\alpha}^{*}$ for all $\alpha$ and $\lim _{l \rightarrow \infty} y_{\alpha}^{\left(t_{l}\right)}=y_{\alpha}^{*}$ for all $|\alpha| \leq 2 t_{l}$. From this follows that $M\left(y^{*}\right) \succeq 0, y_{0}^{*}=1$, and $\left(y^{*}\right)^{T} \theta_{r} \leq n e^{M^{2}}$ for any $r \geq 0$. In particular, $\sum_{k=0}^{\infty} \sum_{i=1}^{n} \frac{y_{2 k e_{i}}^{*}}{k!} \leq n e^{M^{2}}$, which implies ${ }^{6} \sum_{k=0}^{\infty}\left(y_{2 k e_{i}}\right)^{-1 / 2 k}=$ $\infty$ for all $i$. That is, condition (7.2) holds and thus, by Theorem 7.4, $y^{*}$ has a representing measure $\mu$. As $\mu$ is feasible for (7.4), this implies $\mu_{M}^{*} \leq \int f(x) \mu(d x)=f^{T} y^{*}=\lim _{l \rightarrow \infty} f^{T} y^{\left(t_{l}\right)}=\lim _{l \rightarrow \infty} \epsilon_{t_{l}, M}^{*}$. Hence we find $\mu_{M}^{*} \leq \lim _{l \rightarrow \infty} \epsilon_{t_{l}, M}^{*} \leq \lim _{t \rightarrow \infty} \epsilon_{t, M}^{*} \leq \mu_{M}^{*}$ and thus equality holds throughout, which shows (ii).

We can now conclude the proof of Theorem 7.3. We begin with two easy observations. First it suffices to show the existence of $t_{0} \in \mathbb{N}$ for which $f+\epsilon \theta_{t_{0}}$ is a sum of squares (since this obviously implies that $f+\epsilon \theta_{t}$ is a sum of squares for all $t \geq t_{0}$ ). Second we note that it suffices to show the result for the case $f^{\min }>0$. Indeed, if $f^{\min }=0$, consider the polynomial $g:=f+n \epsilon / 2$ with $g^{\min }=n \epsilon / 2>0$. Hence, for some $t_{0} \in \mathbb{N}, g+(\epsilon / 2) \theta_{t_{0}}$ is a sum of squares. As $(\epsilon / 2)\left(\theta_{t_{0}}-n\right)$ is a sum of squares, we find that $f+\epsilon \theta_{t_{0}}=g+(\epsilon / 2) \theta_{t_{0}}+(\epsilon / 2)\left(\theta_{t_{0}}-n\right)$ is a sum of squares.

[^5]So assume $f^{\text {min }}>0$ and $f^{\text {min }}>1 / M$, where $M$ is a positive integer. By Proposition 7.11 (ii), $\epsilon_{t_{M}, M}^{*} \geq \mu_{M}^{*}-1 / M \geq f^{\min }-1 / M>0$ for some integer $t_{M}$. By Proposition 7.11 (i), we have $\epsilon_{t_{M}, M}^{*}=\gamma_{M}-\lambda_{M} n e^{M^{2}}$, where $\lambda_{M} \geq 0$ and $f-\gamma_{M}+\lambda_{M} \theta_{t_{M}}=: q$ is a sum of squares. Hence $f+\lambda_{M} \theta_{t_{M}}=q+\gamma_{M}$ is a sum of squares, since $\gamma_{M}=n \lambda_{M} e^{M^{2}}+\epsilon_{t_{M}, M}^{*} \geq 0$. Moreover, evaluating at the point 0 , we find $f(0)-\gamma_{M}+\lambda_{M} n=q(0) \geq 0$, i.e. $f(0)-f^{\min }+f^{\min }-\epsilon_{t_{M}, M}^{*}-\lambda_{M} n e^{M^{2}}+\lambda_{M} n \geq 0$. As $f^{\min }-\epsilon_{t_{M}, M}^{*} \leq$ $1 / M$, this implies $\lambda_{M} \leq \frac{1 / M+f(0)-f^{\text {min }}}{n\left(e^{M^{2}}-1\right)}$. Therefore, $\lim _{M \rightarrow \infty} \lambda_{M}=0$. We can now conclude the proof: Given $\epsilon>0$, choose $M$ in such a way that $f^{\text {min }}>1 / M$ and $\lambda_{M}<\epsilon$. Then $f+\epsilon \theta_{t_{M}}$ is a sum of squares.

We refer to [82], [92] for further approximation results by sums of squares for polynomials nonnegative on a basic closed semialgebraic set.
7.2. Unconstrained polynomial optimization. In this section we come back to the unconstrained minimization problem (1.3) which, given a polynomial $p \in \mathbb{R}[\mathbf{x}]$, asks for its infimum $p^{\min }=\inf _{x \in \mathbb{R}^{n}} p(x)$. There is quite a large literature on this problem; we sketch here only some of the methods that are most relevant to the topic of this survey. We first make some general easy observations. To begin with, we may assume that $\operatorname{deg}(p)=: 2 d$ is even, since otherwise $p^{\min }=-\infty$. Probably the most natural idea is to search for global minimizers of $p$ within the critical points of $p$. One should be careful however. Indeed $p$ may have infinitely many global minimizers, or $p$ may have none! The latter happens, for instance, for the polynomial $p=\mathbf{x}_{1}^{2}+\left(\mathbf{x}_{1} \mathbf{x}_{2}-1\right)^{2}$; then for $\epsilon>0, p(\epsilon, 1 / \epsilon)=\epsilon^{2}$ converges to 0 as $\epsilon \rightarrow 0$, showing $p^{\text {min }}=0$ but the infimum is not attained. Next, how can one recognize whether $p$ has a global minimizer? As observed by Marshall [104], the highest degree homogeneous component of $p$ plays an important role.

Lemma 7.12. [104] For a polynomial $p \in \mathbb{R}[\mathbf{x}]$, let $\tilde{p}$ be its highest degree component, consisting of the sum of the terms of $p$ with maximum degree, and let $\tilde{p}_{S}^{\mathrm{min}}$ denote the minimum of $\tilde{p}$ over the unit sphere.
(i) If $\tilde{p}_{S}^{\min }<0$ then $p^{\text {min }}=-\infty$.
(ii) If $\tilde{p}_{S}^{\min }>0$ then $p$ has a global minimizer. Moreover any global minimizer $x$ satisfies $\|x\| \leq \max \left(1, \frac{1}{\hat{p}_{S}^{\text {min }}} \sum_{1 \leq|\alpha|<\operatorname{deg}(p)}\left|p_{\alpha}\right|\right)$.
Proof. (i) is obvious. (ii) Set $\operatorname{deg}(p)=: d, p=\tilde{p}+g$, where all terms of $g$ have degree $\leq d-1$. If $p^{\min }=p(0), 0$ is a global minimizer and we are done. Otherwise let $x \in \mathbb{R}^{n}$ with $p(x) \leq p(0)$ and $x \neq 0$. Then, $\tilde{p}(x) \leq p(0)-g(x) \leq \sum_{1 \leq|\alpha| \leq d-1}\left|p_{\alpha}\right|\left|x^{\alpha}\right|$. Combined with $\tilde{p}(x)=$ $\tilde{p}(x /\|x\|)\|x\|^{d} \geq \tilde{p}_{S}^{\min }\|x\|^{d}$, and $\left|x^{\alpha}\right| \leq\|x\|^{|\alpha|}$ if $\|x\| \geq 1$, this gives $\|x\| \leq$ $R:=\max \left(\frac{1}{\tilde{p}_{S}^{\min }} \sum_{|\alpha|<\operatorname{deg}(p)}\left|p_{\alpha}\right|, 1\right)$. Hence, $p^{\min }$ is equal to the minimum of $p$ over the ball of radius $R$, which shows existence of global minimizers and that they are all located within this ball.

No conclusion can be drawn when $\tilde{p}_{S}^{\min }=0$; indeed $p$ may have a minimum (e.g. for $p=\mathbf{x}_{1}^{2} \mathbf{x}_{2}^{2}$ ), or a finite infimum (e.g. for $p=\mathbf{x}_{1}^{2}+$ $\left(\mathbf{x}_{1} \mathbf{x}_{2}-1\right)^{2}$ ), or an infinite infimum (e.g. for $p=\mathbf{x}_{1}^{2}+\mathbf{x}_{2}$ ).

We now see how we can apply the general relaxation scheme from Section 6 to the unconstrained polynomial optimization problem (1.3). As there are no constraints, we find just one lower bound for $p^{\mathrm{min}}$ :

$$
p_{t}^{\mathrm{sos}}=p_{t}^{\mathrm{mom}}=p_{d}^{\mathrm{sos}}=p_{d}^{\mathrm{mom}} \leq p^{\min } \text { for all } t \geq d
$$

with equality $p_{d}^{\text {sos }}=p^{\text {min }}$ if and only if $p-p^{\text {min }}$ is a sum of squares. Indeed, by Theorem 6.1, there is no duality gap, i.e., $p_{t}^{\mathrm{sos}}=p_{t}^{\mathrm{mom}}$ for $t \geq d$. Moreover, $p_{t}^{\mathrm{sos}}=p_{d}^{\mathrm{sos}}$ since the degree of a sum of squares decomposition of $p-\rho(\rho \in \mathbb{R})$ is bounded by $2 d$. Finally, as (6.3) is strictly feasible, the supremum is attained in (6.2) when it is feasible. Thus, when $p_{\min }>-\infty$, $p_{d}^{\mathrm{sos}}=p^{\min }$ if and only if $p-p^{\min }$ is a sum of squares. Summarizing, if $p-p^{\min }$ is a sum of squares, the infimum $p^{\min }$ of $p$ can be found via the semidefinite program (6.3) at order $t=d$. Otherwise, we just find one lower bound for $p^{\mathrm{min}}$. One may wonder when is this lower bound nontrivial, i.e., when is $p_{d}^{\text {sos }} \neq-\infty$, or in other words when does there exist a scalar $\rho$ for which $p-\rho$ is a sum of squares. Marshall [105] gives an answer which involves again the highest degree component of $p$.

Proposition 7.13. [105] Let $p \in \mathbb{R}[\mathbf{x}]_{2 d}, \tilde{p}$ its highest degree component, and $\boldsymbol{\Sigma}_{n, 2 d}$ the cone of homogeneous polynomials of degree $2 d$ that are sums of squares.
(i) If $p_{d}^{\text {sos }} \neq-\infty$ then $\tilde{p}$ is a sum of squares, i.e. $\tilde{p} \in \boldsymbol{\Sigma}_{n, 2 d}$.
(ii) If $\tilde{p}$ is an interior point of $\boldsymbol{\Sigma}_{n, 2 d}$ then $p_{d}^{\text {sos }} \neq-\infty$.

For instance, $\sum_{i=1}^{n} \mathbf{x}_{i}^{2 d},\left(\sum_{i=1}^{d} \mathbf{x}_{i}^{2}\right)^{d}$ are interior points of $\boldsymbol{\Sigma}_{n, 2 d}$. See [105] for details.

Example 7.14. Here are some examples taken from [105]. For the Motzkin polynomial $p=p_{M}:=\mathbf{x}^{4} \mathbf{y}^{2}+\mathbf{x}^{2} \mathbf{y}^{4}-3 \mathbf{x}^{2} \mathbf{y}^{2}+1$, $p^{\text {min }}=0$, $\tilde{p}=$ $\mathbf{x}^{4} \mathbf{y}^{2}+\mathbf{x}^{2} \mathbf{y}^{4}$ is a sum of squares, and $p_{3}^{\text {sos }}=-\infty$. Thus the necessary condition from Proposition 7.13 is not sufficient.

For $p=(\mathbf{x}-\mathbf{y})^{2}, p^{\text {min }}=p_{1}^{\text {sos }}=0$, and $\tilde{p}=p$ lies on the boundary of $\boldsymbol{\Sigma}_{2,2}$. Thus the sufficient condition of Proposition 7.13 is not necessary.

For $p=p_{M}+\epsilon\left(\mathbf{x}^{6}+\mathbf{y}^{6}\right)$, where $p_{M}$ is the Motzkin polynomial, $p^{\text {min }}=$ $\epsilon /(1+\epsilon), \tilde{p}_{\epsilon}=\mathbf{x}^{4} \mathbf{y}^{2}+\mathbf{x}^{2} \mathbf{y}^{4}+\epsilon\left(\mathbf{x}^{6}+\mathbf{y}^{6}\right)$ is an interior point of $\Sigma_{3,6}$. Thus $p_{\epsilon, 3}^{s o s} \neq-\infty$. Yet $\lim _{\epsilon \rightarrow 0} p_{\epsilon, 3}^{s o s}=-\infty$ for otherwise $p_{M}+\rho$ would be a sum of squares for some $\rho$ (which is not possible, as observed in Example 3.7).

Thus arises naturally the question of designing alternative relaxation schemes to get better approximations for $p^{\mathrm{min}}$. A natural idea is to try to transform the unconstrained problem (1.3) into a constrained problem. We start with the most favourable situation when $p$ has a minimum and moreover some information is known about the position of a global minimizer.
7.2.1. Case 1: $p$ attains its minimum and a ball is known containing a minimizer. If $p$ attains its minimum and if some bound $R$ is known on the Euclidian norm of a global minimizer, then (1.3) can be reformulated as the constrained minimization problem over the ball

$$
\begin{equation*}
p^{\text {ball }}:=\min p(x) \text { s.t. } \sum_{i=1}^{n} x_{i}^{2} \leq R^{2} \tag{7.7}
\end{equation*}
$$

We can now apply the relaxation scheme from Section 6 to the semialgebraic set $K=\left\{x \mid \sum_{i=1}^{n} x_{i}^{2} \leq R^{2}\right\}$ which obviously satisfies Putinar's assumption (3.14); thus the moment/SOS bounds converge to $p^{\text {ball }}=p^{\text {min }}$. This approach seems to work well if the radius $R$ is not too large.
7.2.2. Case 2: $p$ attains its minimum, but no information about minimizers is known. Nie, Demmel and Sturmfels [116] propose an alternative way of transforming (1.3) into a constrained problem when $p$ attains its infimum. Define the gradient ideal of $p$

$$
\begin{equation*}
\mathcal{I}_{p}^{\mathrm{grad}}:=\left(\frac{\partial p}{\partial x_{i}}(i=1, \ldots, n)\right) \tag{7.8}
\end{equation*}
$$

as the ideal generated by the partial derivatives of $p$. Since all global minimizers of $p$ are critical points, i.e. they lie in $V_{\mathbb{R}}\left(\mathcal{I}_{p}^{\text {grad }}\right)$, the (real) gradient variety of $p$, the unconstrained minimization problem (1.3) can be reformulated as the constrained minimization problem over the gradient varietyi; that is,

$$
\begin{equation*}
p^{\min }=p^{\text {grad }}:=\min _{x \in V_{\mathbb{R}}\left(\mathcal{I}_{p}^{\text {grad }}\right)} p(x) . \tag{7.9}
\end{equation*}
$$

Note that the equality $p^{\text {min }}=p^{\text {grad }}$ may not hold if $p$ has no minimum. E.g. for $p=\mathbf{x}_{1}^{2}+\left(1-\mathbf{x}_{1} \mathbf{x}_{2}\right)^{2}, p^{\text {min }}=0$ while $p^{\text {grad }}=1$ as $V_{\mathbb{C}}\left(\mathcal{I}_{p}^{\text {grad }}\right)=\{0\}$.

We can compute the moments/SOS bounds obtained by applying the relaxation scheme from Section 6 to the semialgebraic set $V_{\mathbb{R}}\left(\mathcal{I}_{p}^{\text {grad }}\right)$. However in general this set does not satisfy the assumption (3.14), i.e. we are not in the Archimedean situation, and thus we cannot apply Theorem 6.8 (which relies on Theorem 3.20) to show the asymptotic convergence of the moment/SOS bounds to $p^{\text {grad }}$. Yet asymptotic convergence does hold and sometimes even finite convergence. Nie et al. [116] show the representation results from Theorems 7.15-7.16 below, for positive (nonnegative) polynomials on their gradient variety as sums of squares modulo their gradient ideal. As an immediate application, there is asymptotic convergence of the moment/SOS bounds from the programs (6.3), (6.2) (applied to the polynomial constraints $\left.\partial p / \partial x_{i}=0(i=1, \ldots, n)\right)$ to the parameter $p^{\text {grad }}$, and thus to $p^{\text {min }}$ when $p$ attains its minimum; moreover there is finite convergence when $\mathcal{I}_{p}^{\text {grad }}$ is radical.

Theorem 7.15. [116] If $p(x)>0$ for all $x \in V_{\mathbb{R}}\left(\mathcal{I}_{p}^{\text {grad }}\right)$, then $p$ is a sum of squares modulo its gradient ideal $\mathcal{I}_{p}^{\text {grad }}$, i.e., $p=s_{0}+\sum_{i=1}^{n} s_{i} \partial p / \partial x_{i}$, where $s_{i} \in \mathbb{R}[\mathbf{x}]$ and $s_{0}$ is a sum of squares.

Theorem 7.16. [116] Assume $\mathcal{I}_{p}^{\text {grad }}$ is a radical ideal and $p(x) \geq 0$ for all $x \in V_{\mathbb{R}}\left(\mathcal{I}_{p}^{\text {grad }}\right)$. Then $p$ is a sum of squares modulo its gradient ideal $\mathcal{I}_{p}^{\text {grad }}$, i.e., $p=s_{0}+\sum_{i=1}^{n} s_{i} \partial p / \partial x_{i}$, where $s_{i} \in \mathbb{R}[\mathbf{x}]$ and $s_{0}$ is a sum of squares.

We postpone the proofs of these two results, which need some algebraic tools, till Section 7.3. The following example of C. Scheiderer shows that the assumption that $\mathcal{I}_{p}^{\text {grad }}$ is radical cannot be removed in Theorem 7.16.

EXAMPLE 7.17. Consider the polynomial $p=\mathbf{x}^{8}+\mathbf{y}^{8}+\mathbf{z}^{8}+M$, where $M=\mathbf{x}^{4} \mathbf{y}^{2}+\mathbf{x}^{2} \mathbf{y}^{4}+\mathbf{z}^{6}-3 \mathbf{x}^{2} \mathbf{y}^{2} \mathbf{z}^{2}$ is the Motzkin form. As observed earlier, $M$ is nonnegative on $\mathbb{R}^{3}$ but not a sum of squares. The polynomial $p$ is nonnegative over $\mathbb{R}^{3}$, thus over $V_{\mathbb{R}}\left(\mathcal{I}_{p}^{\text {grad }}\right)$, but it is not a sum of squares modulo $\mathcal{I}_{p}^{\text {grad }}$. Indeed one can verify that $p-M / 4 \in \mathcal{I}_{p}^{\text {grad }}$ and that $M$ is not a sum of squares modulo $\mathcal{I}_{p}^{\text {grad }}$ (see [116] for details); thus $\mathcal{I}_{p}^{\text {grad }}$ is not radical.

Let us mention (without proof) a related result of Marshall [105] which shows a representation result related to that of Theorem 7.16 but under a different assumption.

Theorem 7.18. [105] Assume $p$ attains its minimum and the matrix $\left(\frac{\partial^{2} p}{\partial x_{i} \partial x_{j}}(x)\right)_{i, j=1}^{n}$ is positive definite at every global minimizer $x$ of $p$. Then $p-p^{\text {min }}$ is a sum of squares modulo $\mathcal{I}_{p}^{\mathrm{grad}}$.

Summarizing, the above results of Nie et al. [116] show that the parameter $p^{\text {grad }}$ can be approximated via converging moment/SOS bounds; when $p$ has a minimum, then $p^{\text {min }}=p^{\text {grad }}$ and thus $p^{\text {min }}$ too can be approximated.
7.2.3. Case 3: $p$ does not attain its minimum. When it is not known whether $p$ attains its minimum, we cannot apply the previous approaches, based on minimizing over a ball or on minimizing over the gradient variety. Several strategies have been proposed in the literature which we now discuss; namely, one may perturb the polynomial in order to get a polynomial with a minimum, or one may minimize $p$ over a suitable semialgebraic set larger than the gradient variety (the so-called gradient tentacle set, or the tangency variety).

Strategy 1: A first strategy is to perturb the polynomial in such a way that the perturbed polynomial has a minimum. For instance, Hanzon and Jibetean [55], Jibetean [68] propose the following perturbation

$$
p_{\epsilon}:=p+\epsilon\left(\sum_{i=1}^{n} \mathbf{x}_{i}^{2 d+2}\right)
$$

if $p$ has degree $2 d$, where $\epsilon>0$. Then the perturbed polynomial $p_{\epsilon}$ has a minimum (e.g. because the minimum of $\sum_{i} \mathbf{x}_{i}^{2 d+2}$ over the unit sphere is equal to $1 / n^{d}>0$; recall Lemma 7.12) and $\lim _{\epsilon \rightarrow 0} p_{\epsilon}^{\min }=p^{\min }$.

For fixed $\epsilon>0, p_{\epsilon}^{\min }=p_{\epsilon}^{\text {grad }}$ can be obtained by minimizing $p_{\epsilon}$ over its gradient variety and the asymptotic convergence of the moment/SOS bounds to $p_{\epsilon}^{\text {grad }}$ follows from the above results of Nie et al. [116]. Alternatively we may observe that the gradient variety of $p_{\epsilon}$ is finite. Indeed, $\partial p_{\epsilon} / \partial x_{i}=(2 d+2) \mathbf{x}_{i}^{2 d+1}+\partial p / \partial x_{i}$, where $\operatorname{deg}\left(\partial p / \partial \mathbf{x}_{i}\right)<2 d$. Hence, $\left|V_{\mathbb{C}}\left(\mathcal{I}_{p_{\epsilon}}^{\text {grad }}\right)\right| \leq \operatorname{dim} \mathbb{R}[\mathbf{x}] / \mathcal{I}_{p_{\epsilon}}^{\text {grad }} \leq(2 d+1)^{n}$. By Theorem 6.15 , we can conclude to the finite convergence of the moment/SOS bounds to $p_{\epsilon}^{\mathrm{grad}}=p_{\epsilon}^{\mathrm{min}}$. Jibetean and Laurent [69] have investigated this approach and present numerical results. Moreover they propose to exploit the equations defining the gradient variety to reduce the number of variables in the moment relaxations.

Hanzon and Jibetean [55] and Jibetean [68] propose in fact an exact algorithm for computing $p^{\min }$. Roughly speaking they exploit the fact (recall Theorem 2.9) that the points of the gradient variety of $p_{\epsilon}$ can be obtained as eigenvalues of the multiplication matrices in the quotient space $\mathbb{R}[\mathbf{x}] / \mathcal{I}_{p_{\epsilon}}^{\text {grad }}$ and they study the behaviour of the limits as $\epsilon \rightarrow 0$. In particular they show that when $p$ has a minimum, the limit set as $\epsilon \rightarrow 0$ of the set of global minimizers of $p_{\epsilon}$ is contained in the set of global minimizers of $p$, and each connected component of the set of global minimizers of $p$ contains a point which is the limit of a branch of minimizers of $p_{\epsilon}$. Their method however has a high computational cost and is thus not practical.
Strategy 2: Schweighofer [151] proposes a different strategy for dealing with the case when $p$ has no minimum. Namely he proposes to minimize $p$ over the following semialgebraic set, called the principle gradient tentacle of $p$,

$$
K_{\nabla p}:=\left\{x \in \mathbb{R}^{n} \left\lvert\,\left(\sum_{i=1}^{n}\left(\frac{\partial p}{\partial x_{i}}(x)\right)^{2}\right)\left(\sum_{i=1}^{n} x_{i}^{2}\right) \leq 1\right.\right\}
$$

which contains the gradient variety. Under some technical condition on $p$, Schweighofer [151] shows that $p^{\text {min }}=\inf _{x \in K_{\nabla p}} p(x)$, and he proves a SOS representation result for positive polynomials on $K_{\nabla p}$; these two results together thus show that $p^{\text {min }}$ can be computed via the SOS approach. We sketch the results (without proofs). We also refer to [169] for related work.

Write $p$ as $p=p_{d}+p_{d-1}+\ldots+p_{0}$, where $p_{k}$ consists of the terms of $p$ of degree $k$, and $d=\operatorname{deg}(p)$. One says that $p$ has no isolated singularities at infinity if $d=0$, or if $d \geq 1$ and the system of equations:

$$
\frac{\partial p_{d}}{\partial x_{1}}=\ldots=\frac{\partial p_{d}}{\partial x_{n}}=p_{d-1}=0
$$

has only finitely many projective zeros. Note that this is always true when $n=2$.

Schweighofer [151] shows the following representation theorem,
Theorem 7.19. [151] Assume $p^{\min }>-\infty$. Furthermore assume that, either $p$ has only isolated singularities at infinity (which is always true if $n=2$ ), or $K_{\nabla p}$ is compact. Then the following assertions are equivalent.
(i) $p \geq 0$ on $\mathbb{R}^{n}$;
(ii) $p \geq 0$ on $K_{\nabla p}$;
(iii) $\forall \epsilon>0 \exists s_{0}, s_{1} \in \Sigma \quad p+\epsilon=s_{0}+s_{1}\left(1-\left(\sum_{i=1}^{n}\left(\partial p / \partial x_{i}\right)^{2}\right)\left(\sum_{i=1}^{n} \mathbf{x}_{i}^{2}\right)\right)$.

Thus, under the conditions of the theorem, $p^{\min }=\inf _{x \in K_{\nabla p}} p(x)$ can thus be approximated using the SOS hierarchy (applied to $K_{\nabla p}$ ). When nothing is known about the singularities at infinity, Schweighofer [151] proposes to use modified gradient tentacles of the form

$$
\left\{x \in \mathbb{R}^{n} \left\lvert\,\left(\sum_{i=1}^{n}\left(\frac{\partial p}{\partial x_{i}}(x)\right)^{2 N}\right)\left(\sum_{i=1}^{n} x_{i}^{2}\right)^{N+1} \leq 1\right.\right\}
$$

for various $N \in \mathbb{N}$. He shows some SOS representation results for positive polynomials over such sets, but these SOS approximations are too costly to compute to be useful practically.

Theorem 7.19 relies in particular on Theorem 7.20 below, a non trivial generalization of Schmüdgen's theorem (Theorem 3.16), which will also play a central role in the approach of Vui and Son described below. We need a definition. Given a polynomial $p$ and a subset $S \subseteq \mathbb{R}^{n}$, a scalar $y \in \mathbb{R}$ is an asymptotic value of $p$ on $S$ if there exists a sequence $\left(x_{k}\right)_{k}$ of points of $S$ for which $\lim _{k \rightarrow \infty}\left\|x_{k}\right\|=\infty$ and $\lim _{k \rightarrow \infty} f\left(x_{k}\right)=y$.

Theorem 7.20. [151] Let $p \in \mathbb{R}[\mathbf{x}]$, let $K$ be a semi-algebraic set defined by polynomial inequalities $g_{j} \geq 0(j=1, \ldots, m)$ (as in (1.2)), and let $T\left(g_{1}, \ldots, g_{m}\right)$ be the associated preordering (as in (3.12)). Assume that (i) $p$ is bounded on $K$, (ii) $p>0$ on $K$, and (iii) $p$ has finitely many asymptotic values on $K$ and all of them are positive. Then $p \in T\left(g_{1}, \ldots, g_{m}\right)$.

Strategy 3: Vui and Son [170] propose yet another strategy for computing $p^{\text {min }}$, which applies to arbitrary polynomials $p$. It is based on considering the tangency variety

$$
\Gamma_{p}:=\left\{x \in \mathbb{R}^{n} \left\lvert\, \operatorname{rank}\left(\begin{array}{ccc}
\frac{\partial p}{\partial x_{1}} & \ldots & \frac{\partial p}{\partial x_{n}} \\
x_{1} & \ldots & x_{n}
\end{array}\right) \leq 1\right.\right\}
$$

and the truncated tangency variety

$$
\Gamma_{p}^{0}:=\left\{x \in \Gamma_{p} \mid p(x) \leq p(0)\right\}
$$

of the polynomial $p$. A first basic observation is as follows.
LEMMA 7.21. For $p \in \mathbb{R}[\mathbf{x}], p^{\min }=\inf _{x \in \Gamma_{p}} p(x)=\inf _{x \in \Gamma_{p}^{0}} p(x)$.

Proof. It suffices to show $\inf _{x \in \Gamma_{p}^{0}} p(x) \leq p^{\text {min }}$. As $0 \in \Gamma_{p}^{0}$, this is obvious if $p^{\text {min }}=p(0)$. Suppose now $p^{\text {min }}<p(0)$. Pick $\epsilon$ with $0<\epsilon<$ $p(0)-p^{\min }$. There exists $x_{\epsilon} \in \mathbb{R}^{n}$ for which $p\left(x_{\epsilon}\right) \leq p^{\min }+\epsilon$. Without loss of generality we can assume that $p\left(x_{\epsilon}\right)=\min _{x \mid\|x\|=\left\|x_{\epsilon}\right\|} p(x)$. Setting $h:=\sum_{i=1}^{n} x_{i}^{2}-\left\|x_{\epsilon}\right\|^{2}$ and applying the first order optimality conditions, we deduce that $\lambda \nabla p\left(x_{\epsilon}\right)+\mu \nabla h\left(x_{\epsilon}\right)=0$ for some scalars $(\lambda, \mu) \neq(0,0)$. As $\nabla h\left(x_{\epsilon}\right)=2 x_{\epsilon}$, this shows that $x_{\epsilon} \in \Gamma_{p}^{0}$. Therefore, $\inf _{x \in \Gamma_{p}^{0}} p(x) \leq p^{\min }+\epsilon$ which, letting $\epsilon \rightarrow 0$, implies $\inf _{x \in \Gamma_{p}^{0}} p(x) \leq p^{\min }$.

Next note that $\Gamma_{p}$ is a variety, as $\Gamma_{p}$ can be defined by the polynomial equations: $g_{i j}:=x_{j} \frac{\partial p}{\partial x_{i}}-x_{i} \frac{\partial p}{\partial x_{j}}=0$ for $1 \leq i<j \leq n$. Vui and Son [170] show the following representation result for positive polynomials on the semi-algebraic set $\Gamma_{p}^{0}$.

TheOrem 7.22. For $p \in \mathbb{R}[\mathbf{x}]$, the following assertions are equivalent. (i) $p \geq 0$ on $\mathbb{R}^{n}$.
(ii) $p \geq 0$ on $\Gamma_{p}^{0}$.
(iii) $\forall \epsilon>0 \quad \exists s, t \in \Sigma \exists u_{i j} \in \mathbb{R}[\mathbf{x}]$ for $1 \leq i<j \leq n$ such that

$$
p+\epsilon=s+t(p(0)-p)+\sum_{1 \leq i<j \leq n} u_{i j} g_{i j}
$$

Proof. (i) $\Longrightarrow$ (ii) and (iii) $\Longrightarrow$ (i) are obvious. We show (ii) $\Longrightarrow$ (iii). For this, assume $p>0$ on $\Gamma_{p}^{0}$; we show the existence of a decomposition as in (iii) with $\epsilon=0$. We can apply Theorem 7.20 applied to $\Gamma_{p}^{0}$, since [170] shows that $p$ has finitely many asymptotic values on $\Gamma_{p}$ and that all are positive. Thus $p$ lies in the preordering defined by the polynomials $p(0)-p$, $g_{i j}$ and $-g_{i j}$, which immediately gives the desired decomposition for $p$. $\square$

Therefore, in view of Lemma 7.21 and Theorem 7.22 , the infimum $p^{\min }$ of an arbitrary polynomial $p$ over $\mathbb{R}^{n}$ can be approximated using the SOS hierarchy applied to the semi-algebraic set $\Gamma_{p}^{0}$.
7.3. Positive polynomials over the gradient ideal. We give here the proofs for Theorems 7.15 and 7.16 which give sums of squares representations modulo the gradient ideal for positive polynomials on the gradient variety; we mostly follow Nie et al. [116] although our proof slightly differs at some places. We begin with the following lemma which can be seen as an extension of Lemma 2.3 about existence of interpolation polynomials. Recall that a set $V \subseteq \mathbb{C}^{n}$ is a variety if $V=V_{\mathbb{C}}\left(\left\{p_{1}, \ldots, p_{s}\right\}\right)$ for some polynomials $p_{i} \in \mathbb{C}[\mathbf{x}]$. When all $p_{i}$ 's are real polynomials, i.e. $p_{i} \in \mathbb{R}[\mathbf{x}]$, then $V=\bar{V}:=\{\bar{v} \mid v \in V\}$, i.e. $v \in V \Leftrightarrow \bar{v} \in V$.

Lemma 7.23. Let $V_{1}, \ldots, V_{r}$ be pairwise disjoint varieties in $\mathbb{C}^{n}$ such that $V_{i}=\bar{V}_{i}:=\left\{\bar{v} \mid v \in V_{i}\right\}$ for all $i$. There exist polynomials $p_{1}, \ldots, p_{r} \in$ $\mathbb{R}[\mathbf{x}]$ such that $p_{i}\left(V_{j}\right)=\delta_{i, j}$ for $i, j=1, \ldots r$; that is, $p_{i}(v)=1$ if $v \in V_{i}$ and $p_{i}(v)=0$ if $v \in V_{j}(j \neq i)$.

Proof. The ideal $\mathcal{I}_{i}:=\mathcal{I}\left(V_{i}\right) \subseteq \mathbb{C}[\mathbf{x}]$ is radical with $V_{\mathbb{C}}\left(\mathcal{I}_{i}\right)=V_{i}$. We have $V_{\mathbb{C}}\left(\mathcal{I}_{i}+\bigcap_{j \neq i} \mathcal{I}_{j}\right)=V_{\mathbb{C}}\left(\mathcal{I}_{i}\right) \cap \bar{V}_{\mathbb{C}}\left(\bigcap_{j \neq i} \mathcal{I}_{j}\right)=V_{\mathbb{C}}\left(\mathcal{I}_{i}\right) \cap\left(\bigcup_{j \neq i} V_{\mathbb{C}}\left(\mathcal{I}_{j}\right)\right)=$
$V_{i} \cap\left(\bigcup_{j \neq i} V_{j}\right)=\emptyset$. Hence, by Hilbert's Nullstellensatz (Theorem 2.1 (i)), $1 \in \mathcal{I}_{i}+\bigcap_{j \neq i} \mathcal{I}_{j}$; say $1=q_{i}+p_{i}$, where $q_{i} \in \mathcal{I}_{i}$ and $p_{i} \in \bigcap_{j \neq i} \mathcal{I}_{j}$. Hence $p_{i}\left(V_{j}\right)=\delta_{i, j}$ (since $q_{i}$ vanishes on $V_{i}$ and $p_{i}$ vanishes on $V_{j}$ for $j \neq i$ ). As $V_{i}=\bar{V}_{i}$ for all $i$, we can replace $p_{i}$ by its real part to obtain polynomials satisfying the properties of the lemma.

A variety $V \subseteq \mathbb{C}^{n}$ is irreducible if any decomposition $V=V_{1} \cup V_{2}$, where $V_{1}, V_{2}$ are varieties, satisfies $V_{1}=V$ or $V_{2}=V$. It is a known fact that any variety can be written (in a unique way) as a finite union of irreducible varieties (known as its irreducible components) (see e.g. [25, Chap. 4]). Let $V_{\mathbb{C}}\left(\mathcal{I}_{p}^{\text {grad }}\right)=\bigcup_{l=1}^{L} V_{l}$ be the decomposition of the gradient variety into irreducible varieties. The following fact is crucial for the proof.

Lemma 7.24. The polynomial $p$ is constant on each irreducible component of its gradient variety $V_{\mathbb{C}}\left(\mathcal{I}_{p}^{\text {grad }}\right)$.

Proof. Fix an irreducible component $V_{l}$. We use the fact ${ }^{7}$ that $V_{l}$ is connected by finitely many differentiable paths. Given $x, y \in V_{l}$, assume that there exists a continuous differentiable function $\varphi:[0,1] \rightarrow V_{l}$ with $\varphi(0)=x$ and $\varphi(1)=y$; we show that $p(x)=p(y)$, which will imply that $p$ is constant on $V_{l}$. Applying the mean value theorem to the function $t \mapsto g(t):=p(\varphi(t))$, we find that $g(1)-g(0)=g^{\prime}\left(t^{*}\right)$ for some $t^{*} \in(0,1)$. Now $g(t)=\sum_{\alpha} p_{\alpha} \varphi(t)^{\alpha}, g^{\prime}(t)=\sum_{\alpha} p_{\alpha}\left(\sum_{i=1}^{n} \alpha_{i} \varphi_{i}^{\prime}(t) \frac{\varphi(t)^{\alpha}}{\varphi_{i}(t)}\right)=$ $\sum_{i=1}^{n} \frac{\partial p}{\partial x_{i}}(\varphi(t)) \varphi_{i}^{\prime}(t)$, which implies $g^{\prime}\left(t^{*}\right)=0$ as $\varphi\left(t^{*}\right) \in V_{l} \subseteq V_{\mathbb{C}}\left(\mathcal{I}_{p}^{\text {grad }}\right)$. Therefore, $0=g(1)-g(0)=p(y)-p(x)$.

We now group the irreducible components of $V_{\mathbb{C}}\left(\mathcal{I}_{p}^{\text {grad }}\right)$ in the following way:

$$
V_{\mathbb{C}}\left(\mathcal{I}_{p}^{\text {grad }}\right)=W_{0} \cup W_{1} \cup \ldots \cup W_{r},
$$

where the $W_{i}$ 's are defined as follows. Denoting by $p_{l}$ the common value taken by $p$ on the irreducible component $V_{l}$ (which is well defined by Lemma 7.24 ), then $W_{0}$ is defined as the union of all the components $V_{l}$ for which there does not exist another component $V_{l^{\prime}}$ with $p_{l}=p_{l^{\prime}}$ and such that $V_{l^{\prime}}$ contains at least one real point. Next, $p$ takes a constant value $a_{i}$ on each $W_{i}(i=1, \ldots, r)$, and $a_{1}, \ldots, a_{r}$ are all distinct. Thus $W_{0}$ contains no real point and any other $W_{i}(i=1, \ldots, r)$ contains some real point. Moreover, $W_{0}, W_{1}, \ldots, W_{r}$ are pairwise disjoint, $a_{1}, \ldots, a_{r} \in \mathbb{R}$, and $\bar{W}_{i}=W_{i}$ for $0 \leq i \leq r$. Hence we can apply Lemma 7.23 and deduce the existence of polynomials $p_{0}, p_{1}, \ldots, p_{r} \in \mathbb{R}[\mathbf{x}]$ satisfying $p_{i}\left(W_{j}\right)=\delta_{i, j}$ for $i, j=0, \ldots, r$.

Lemma 7.25. $p=s_{0}$ modulo $\mathcal{I}\left(W_{0}\right)$, where $s_{0}$ is a sum of squares.

[^6]Proof. We apply the Real Nullstellensatz (Theorem 2.1 (ii)) to the ideal $\mathcal{I}:=\mathcal{I}\left(W_{0}\right) \subseteq \mathbb{R}[\mathbf{x}]$. As $V_{\mathbb{R}}(\mathcal{I})=W_{0} \cap \mathbb{R}^{n}=\emptyset$, we have $\sqrt[\mathbb{R}]{\mathcal{I}}=$ $\mathcal{I}\left(V_{\mathbb{R}}(\mathcal{I})\right)=\mathbb{R}[\mathbf{x}]$. Hence, $-1 \in \sqrt[\mathbb{R}]{\mathcal{I}}$; that is, $-1=s+q$, where $s$ is a sum of squares and $q \in \mathcal{I}$. Writing $p=p_{1}-p_{2}$ with $p_{1}, p_{2}$ sums of squares, we find $p=p_{1}+s p_{2}+p_{2} q$, where $s_{0}:=p_{1}+s p_{2}$ is a sum of squares and $p_{2} q \in \mathcal{I}=\mathcal{I}\left(W_{0}\right)$.

We can now conclude the proof of Theorem 7.16. By assumption, $p$ is nonnegative on $V_{\mathbb{R}}\left(\mathcal{I}_{p}^{\text {grad }}\right)$. Hence, the values $a_{1}, \ldots, a_{r}$ taken by $p$ on $W_{1}, \ldots, W_{r}$ are nonnegative numbers. Consider the polynomial $q:=$ $s_{0} p_{0}^{2}+\sum_{i=1}^{r} a_{i} p_{i}^{2}$, where $p_{0}, p_{1}, \ldots, p_{r}$ are derived from Lemma 7.23 as indicated above and $s_{0}$ is as in Lemma 7.25. By construction, $q$ is a sum of squares. Moreover, $p-q$ vanishes on $V_{\mathbb{C}}\left(\mathcal{I}_{p}^{\text {grad }}\right)=W_{0} \cup W_{1} \cup \ldots \cup W_{r}$, since $q(x)=s_{0}(x)=p(x)$ for $x \in W_{0}$ (by Lemma 7.25) and $q(x)=a_{i}=p(x)$ for $x \in W_{i}(i=1, \ldots, r)$. As $\mathcal{I}_{p}^{\text {grad }}$ is radical, we deduce that $p-q \in$ $\mathcal{I}\left(V_{\mathbb{C}}\left(\mathcal{I}_{p}^{\text {grad }}\right)\right)=\mathcal{I}_{p}^{\text {grad }}$, which shows that $p$ is a sum of squares modulo $\mathcal{I}_{p}^{\text {grad }}$ and thus concludes the proof of Theorem 7.16.

We now turn to the proof of Theorem 7.15. Our assumption now is that $p$ is positive on $V_{\mathbb{R}}\left(\mathcal{I}_{p}^{\text {grad }}\right)$; that is, $a_{1}, \ldots, a_{r}>0$. Consider a primary decomposition of the ideal $\mathcal{I}_{p}^{\text {grad }}$ (see [25, Chap. 4]) as $\mathcal{I}_{p}^{\text {grad }}=$ $\bigcap_{h=1}^{k} \mathcal{I}_{h}$. Then each variety $V_{\mathbb{C}}\left(\mathcal{I}_{h}\right)$ is irreducible and thus contained in $W_{i}$ for some $i=0, \ldots, r$. For $i=0, \ldots, r$, set $\mathcal{J}_{i}:=\bigcap_{h \mid V_{\mathbb{C}}\left(\mathcal{I}_{h}\right) \subseteq W_{i}} \mathcal{I}_{h}$. Then, $\mathcal{I}_{p}^{\text {grad }}=\mathcal{J}_{0} \cap \mathcal{J}_{1} \cap \ldots \cap \mathcal{J}_{r}$, with $V_{\mathbb{C}}\left(\mathcal{J}_{i}\right)=W_{i}$ for $0 \leq i \leq r$. As $V_{\mathbb{C}}\left(\mathcal{J}_{i}+\mathcal{J}_{j}\right)=V_{\mathbb{C}}\left(\mathcal{J}_{i}\right) \cap V_{\mathbb{C}}\left(\mathcal{J}_{j}\right)=W_{i} \cap W_{j}=\emptyset$, we have $\mathcal{J}_{i}+\mathcal{J}_{j}=\mathbb{R}[\mathbf{x}]$ for $i \neq j$. The next result follows from the Chinese reminder theorem, but we give the proof for completeness.

Lemma 7.26. Given $s_{0}, \ldots, s_{r} \in \mathbb{R}[\mathbf{x}]$, there exists $s \in \mathbb{R}[\mathbf{x}]$ satisfying $s-s_{i} \in \mathcal{J}_{i} \quad(i=0, \ldots, r)$. Moreover, if each $s_{i}$ is a sum of squares then $s$ too can be chosen to be a sum of squares.

Proof. The proof is by induction on $r \geq 1$. Assume first $r=1$. As $\mathcal{J}_{0}+\mathcal{J}_{1}=\mathbb{R}[\mathbf{x}], 1=u_{0}+u_{1}$ for some $u_{0} \in \mathcal{J}_{0}, u_{1} \in \mathcal{J}_{1}$. Set $s:=u_{0}^{2} s_{1}+u_{1}^{2} s_{0} ;$ thus $s$ is a sum of squares if $s_{0}, s_{1}$ are sums of squares. Moreover, $s-s_{0}=$ $u_{0}^{2} s_{1}+s_{0}\left(u_{1}^{2}-1\right)=u_{0}^{2} s_{1}-u_{0}\left(u_{1}+1\right) s_{0} \in \mathcal{J}_{0}$. Analogously, $s-s_{1} \in \mathcal{J}_{1}$.

Let $s$ be the polynomial just constructed, satisfying $s-s_{0} \in \mathcal{J}_{0}$ and $s-s_{1} \in \mathcal{J}_{1}$. Consider now the ideals $\mathcal{J}_{0} \cap \mathcal{J}_{1}, \mathcal{J}_{2}, \ldots, \mathcal{J}_{r}$. As $\left(\mathcal{J}_{0} \cap \mathcal{J}_{1}\right)+$ $\mathcal{J}_{i}=\mathbb{R}[\mathbf{x}](i \geq 2)$, we can apply the induction assumption and deduce the existence of $t \in \mathbb{R}[\mathbf{x}]$ for which $t-s \in \mathcal{J}_{0} \cap \mathcal{J}_{1}, t-s_{i} \in \mathcal{J}_{i}(i \geq 2)$. Moreover, $t$ is a sum of squares if $s, s_{2}, \ldots, s_{r}$ are sums of squares, which concludes the proof.

The above lemma shows that the mapping

$$
\begin{aligned}
\mathbb{R}[\mathbf{x}] / \mathcal{I}_{p}^{\text {grad }}=\mathbb{R}[\mathbf{x}] / \cap_{i=0}^{r} \mathcal{J}_{i} & \rightarrow \\
s \bmod \mathcal{I}_{p}^{\text {grad }} & \mapsto \quad\left(s_{i} \quad \bmod \mathcal{J}_{i=0}^{r} \mid i=0, \ldots, r\right)
\end{aligned}
$$

is a bijection. Moreover if, for all $i=0, \ldots, r, p-s_{i} \in \mathcal{J}_{i}$ with $s_{i}$ sum
of squares, then there exists a sum of squares $s$ for which $p-s \in \mathcal{I}_{p}^{\text {grad }}$. Therefore, to conclude the proof of Theorem 7.15, it suffices to show that $p$ is a sum of squares modulo each ideal $\mathcal{J}_{i}$. For $i=0$, as $V_{\mathbb{R}}\left(\mathcal{J}_{0}\right)=\emptyset$, this follows from the Real Nullstellensatz (same argument as for Lemma 7.25). The next lemma settles the case $i \geq 1$ and thus the proof of Theorem 7.15.

Lemma 7.27. $p$ is a sum of squares modulo $\mathcal{J}_{i}$, for $i=1, \ldots, r$.
Proof. By assumption, $p(x)=a_{i}>0$ for all $x \in V_{\mathbb{C}}\left(\mathcal{J}_{i}\right)=W_{i}$. Hence the polynomial $u:=p / a_{i}-1$ vanishes on $V_{\mathbb{C}}\left(\mathcal{J}_{i}\right)$ and thus $u \in \mathcal{I}\left(V_{\mathbb{C}}\left(\mathcal{J}_{i}\right)\right)=$ $\sqrt{\mathcal{J}}_{i}$; that is, using Hilbert's Nullstellensatz (Theorem 2.1 (i)), $u^{m} \in \mathcal{J}_{i}$ for some integer $m \geq 1$. The identity

$$
\begin{equation*}
1+u=\left(\sum_{k=0}^{m-1}\binom{1 / 2}{k} u^{k}\right)^{2}+q u^{m} \tag{7.10}
\end{equation*}
$$

(where $q \in \operatorname{Span}_{\mathbb{R}}\left(u^{i} \mid i \geq 0\right)$ ) gives directly that $p / a_{i}=1+u$ is a sum of squares modulo $\mathcal{J}_{i}$. To show (7.10), write $\left(\sum_{k=0}^{m-1}\binom{1 / 2}{k} u^{k}\right)^{2}=$ $\sum_{j=0}^{2 m-2} c_{j} u^{j}$, where $c_{j}:=\sum_{k}\binom{1 / 2}{k}\binom{1 / 2}{j-k}$ with the summation over $k$ satisfying $\max (0, j-m+1) \leq k \leq \min (j, m-1)$. We now verify that $c_{j}=1$ for $j=0,1$ and $c_{j}=0$ for $j=2, \ldots, m-1$, which implies (7.10). For this fix $0 \leq j \leq m-1$ and consider the univariate polynomial $g_{j}:=\sum_{h=0}^{j}\binom{\mathbf{t}}{h}\binom{\overline{\mathbf{t}}}{j-h}-\binom{2 \mathbf{t}}{j} \in \mathbb{R}[\mathbf{t}]$; as $g_{j}$ vanishes at all $t \in \mathbb{N}, g_{j}$ is identically zero and thus $g_{j}(1 / 2)=0$, which gives $c_{j}=\binom{1}{j}$ for $j \leq m-1$, i.e. $c_{0}=c_{1}=1$ and $c_{j}=0$ for $2 \leq j \leq m-1$.
8. Exploiting algebraic structure to reduce the problem size. In the previous sections we have seen how to construct moment/SOS approximations for the infimum of a polynomial over a semialgebraic set. The simplest instance is the unconstrained minimization problem (1.3) of computing $p^{\min }\left(=\inf _{x \in \mathbb{R}^{n}} p(x)\right)$ where $p$ is a polynomial of degree $2 d$, its moment relaxation $p_{d}^{\text {mom }}\left(=\inf p^{T} y\right.$ s.t. $\left.M_{d}(y) \succeq 0, y_{0}=1\right)$, and its SOS relaxation $p_{d}^{\text {sos }}(=\sup \rho$ s.t. $p-\rho$ is a sum of squares). Recall that $p_{d}^{\text {mom }}=p_{d}^{\text {sos }}$. To compute $p_{d}^{\text {mom }}=p_{d}^{\text {sos }}$ one needs to solve a semidefinite program involving a matrix indexed by $\mathbb{N}_{d}^{n}$, thus of size $\binom{n+d}{d}$. This size becomes prohibitively large as soon as $n$ or $d$ is too large. It is thus of crucial importance to have methods permitting to reduce the size of this semidefinite program. For this one can exploit the specific structure of the problem at hand. For instance, the problem may have some symmetry, or may have some sparsity pattern, or may contain equations, all features which can be used to reduce the number of variables and sometimes the size of the matrices involved. See e.g. Parrilo [124] for an overview about exploiting algebraic structure in SOS programs. Much research has been done in the recent years about such issues, which we cannot cover in detail in this survey. We will only treat certain chosen topics.

### 8.1. Exploiting sparsity.

8.1.1. Using the Newton polynomial. Probably one of the first results about exploiting sparsity is a result of Reznick [137] about Newton polytopes of polynomials. For a polynomial $p=\sum_{|\alpha| \leq d} p_{\alpha} \mathbf{x}^{\alpha}$, its Newton polytope is defined as

$$
N(p):=\operatorname{conv}\left(\alpha \in \mathbb{N}_{d}^{n} \mid p_{\alpha} \neq 0\right)
$$

Reznick [137] shows the following properties for Newton polytopes.
Theorem 8.1. [137] Given $p, q, f_{1}, \ldots, f_{m} \in \mathbb{R}[\mathbf{x}]$.
(i) $N(p q)=N(p)+N(q)$ and, if $p, q$ are nonnegative on $\mathbb{R}^{n}$ then $N(p) \subseteq$ $N(p+q)$.
(ii) If $p=\sum_{j=1}^{m} f_{j}^{2}$, then $N\left(f_{j}\right) \subseteq \frac{1}{2} N(p)$ for all $j$.
(iii) $N(p) \subseteq \operatorname{conv}\left(2 \alpha \mid p_{2 \alpha}>0\right)$.

We illustrate the result on the following example taken from [124].
Example 8.2. Consider the polynomial $p=\left(\mathbf{x}_{1}^{4}+1\right)\left(\mathbf{x}_{2}^{4}+1\right)\left(\mathbf{x}_{3}^{4}+\right.$ 1) $\left(\mathbf{x}_{4}^{4}+1\right)+2 \mathbf{x}_{1}+3 \mathbf{x}_{2}+4 \mathbf{x}_{3}+5 \mathbf{x}_{4}$ of degree $2 d=16$ in $n=4$ variables. Suppose we wish to find a sum of squares decomposition $p=\sum_{j} f_{j}^{2}$. $A$ priori, each $f_{j}$ has degree at most 8 and thus may involve the $495=\binom{4+8}{4}$ monomials $\mathbf{x}^{\alpha}$ with $|\alpha| \in \mathbb{N}_{8}^{4}$. The polynomial $p$ is however very sparse; it has only 20 terms, thus much less than the total number $4845=\binom{4+16}{16}$ of possible terms. As a matter of fact, using the above result of Reznick, one can restrict the support of $f_{j}$ to the 81 monomials $\mathbf{x}^{\alpha}$ with $\alpha \in\{0,1,2\}^{4}$. Indeed the Newton polytope of $p$ is the cube $[0,4]^{4}$, thus $\frac{1}{2} N(p)=[0,2]^{4}$ and $\mathbb{N}^{4} \cap \frac{1}{2} N(p)=\{0,1,2\}^{4}$.

Kojima, Kim and Waki [71] further investigate effective methods for reducing the support of polynomials entering the sum of square decomposition of a sparse polynomial, which are based on Theorem 8.1 and further refinements.
8.1.2. Structured sparsity on the constraint and objective polynomials. We now consider the polynomial optimization problem (1.1) where some sparsity structure is assumed on the polynomials $p, g_{1}, \ldots, g_{m}$. Roughly speaking we assume that each $g_{j}$ uses only a small set of variables and that $p$ can be separated into polynomials using only these small specified sets of variables. Then under some assumption on these specified sets, when searching for a decomposition $p=s_{0}+\sum_{j=1}^{m} s_{j} g_{j}$ with all $s_{j}$ sums of squares, we may restrict our search to polynomials $s_{j}$ using again the specified sets of variables. We now give the precise definitions.

For a set $I \subseteq\{1, \ldots, n\}$, let $\mathbf{x}_{I}$ denote the set of variables $\left\{\mathbf{x}_{i} \mid i \in I\right\}$ and $\mathbb{R}\left[\mathbf{x}_{I}\right]$ the polynomial ring in those variables. Assume $\{1, \ldots, n\}=$ $I_{1} \cup \ldots \cup I_{k}$ where the $I_{h}$ 's satisfy the property

$$
\begin{equation*}
\forall h \in\{1, \ldots, k-1\} \quad \exists r \in\{1, \ldots, h\} \quad I_{h+1} \cap\left(I_{1} \cup \ldots \cup I_{h}\right) \subseteq I_{r} \tag{8.1}
\end{equation*}
$$

Note that (8.1) holds automatically for $k \leq 2$. We make the following assumptions on the polynomials $p, g_{1}, \ldots, g_{m}$ :

$$
\begin{equation*}
p=\sum_{h=1}^{k} p_{h} \text { where } p_{h} \in \mathbb{R}\left[\mathbf{x}_{I_{h}}\right] \tag{8.2}
\end{equation*}
$$

$$
\begin{equation*}
\{1, \ldots, m\}=J_{1} \cup \ldots \cup J_{k} \text { and } g_{j} \in \mathbb{R}\left[\mathbf{x}_{I_{h}}\right] \text { for } j \in J_{h}, 1 \leq h \leq k \tag{8.3}
\end{equation*}
$$

REMARK 8.3. If $I_{1}, \ldots, I_{k}$ are the maximal cliques of a chordal graph, then $k \leq n$ and (8.1) is satisfied (after possibly reordering the $I_{h}$ 's) and is known as the running intersection property. Cf. e.g. [15] for details about chordal graphs. The following strategy is proposed in [172] for identifying a sparsity structure like (8.2)-(8.3). Define the (correlative sparsity) graph $G=(V, E)$ where $V:=\{1, \ldots, n\}$ and there is an edge $i j \in E$ if some term of $p$ uses both variables $\mathbf{x}_{i}, \mathbf{x}_{j}$, or if both variables $\mathbf{x}_{i}, \mathbf{x}_{j}$ are used by some $g_{l}(l=1, \ldots, m)$. Then find a chordal extension $G^{\prime}$ of $G$ and choose the maximal cliques of $G^{\prime}$ as $I_{1}, \ldots, I_{k}$.

Example 8.4. For instance, the polynomials $p=\mathbf{x}_{1}^{2} \mathbf{x}_{2} \mathbf{x}_{3}+\mathbf{x}_{3} \mathbf{x}_{4}^{2}+$ $\mathbf{x}_{3} \mathbf{x}_{5}+\mathbf{x}_{6}, g_{1}=\mathbf{x}_{1} \mathbf{x}_{2}-1, g_{2}=\mathbf{x}_{1}^{2}+\mathbf{x}_{2} \mathbf{x}_{3}-1, g_{3}=\mathbf{x}_{2}+\mathbf{x}_{3}^{2} \mathbf{x}_{4}, g_{4}=$ $\mathbf{x}_{3}+\mathbf{x}_{5}, g_{5}=\mathbf{x}_{3} \mathbf{x}_{6}, g_{6}=\mathbf{x}_{2} \mathbf{x}_{3}$ satisfy conditions (8.2), (8.3) after setting $I_{1}=\{1,2,3\}, I_{2}=\{2,3,4\}, I_{3}=\{3,5\}, I_{4}=\{3,6\}$.

Example 8.5. The so-called chained singular function: $p=$ $\sum_{i=1}^{n-3}\left(\mathbf{x}_{i}+10 \mathbf{x}_{i+1}\right)^{2}+5\left(\mathbf{x}_{i+2}-\mathbf{x}_{i+3}\right)^{2}+\left(\mathbf{x}_{i+1}-2 \mathbf{x}_{i+2}\right)^{4}+10\left(\mathbf{x}_{i}-10 \mathbf{x}_{i+3}\right)^{4}$ satisfies (8.2) with $I_{h}=\{h, h+1, h+2, h+3\}(h=1, \ldots, n-3)$. Cf. [172] for computational results.

Let us now formulate the sparse moment and SOS relaxations for problem (1.1) for any order $t \geq \max \left(d_{p}, d_{g_{1}}, \ldots, d_{g_{m}}\right)$. For $\alpha \in \mathbb{N}^{n}$, set $\operatorname{supp}(\alpha)=\left\{i \in\{1, \ldots, n\} \mid \alpha_{i} \geq 1\right\}$. For $t \in \mathbb{N}$ and a subset $I \subseteq\{1, \ldots, n\}$ set $\Lambda_{t}^{I}:=\left\{\alpha \in \mathbb{N}_{t}^{n} \mid \operatorname{supp}(\alpha) \subseteq I\right\}$. Finally set $\Lambda_{t}:=\cup_{h=1}^{k} \Lambda_{t}^{I_{h}}$. The sparse moment relaxation of order $t$ involves a variable $y \in \mathbb{R}^{\Lambda_{2 t}}$, thus having entries $y_{\alpha}$ only for $\alpha \in \mathbb{N}_{2 t}^{n}$ with $\operatorname{supp}(\alpha)$ contained in some $I_{h}$; moreover, it involves the matrices $M_{t}\left(y, I_{h}\right)$, where $M_{t}\left(y, I_{h}\right)$ is the submatrix of $M_{t}(y)$ indexed by $\Lambda_{t}^{I_{h}}$. The sparse moment relaxation of order $t$ reads as follows

$$
\begin{array}{ll}
\widehat{p_{t}^{\operatorname{mom}}}:=\inf p^{T} y \text { s.t. } & y_{0}=1, M_{t}\left(y, I_{h}\right) \succeq 0(h=1, \ldots, k) \\
& M_{t-d_{g_{j}}}\left(g_{j} y, I_{h}\right) \succeq 0\left(j \in J_{h}, h=1, \ldots, k\right) \tag{8.4}
\end{array}
$$

where the variable $y$ lies in $\mathbb{R}^{\Lambda_{2 t}}$. The corresponding sparse SOS relaxation of order $t$ reads

$$
\begin{array}{ll}
\widehat{p_{t}^{\text {sos }}}:=\sup \rho \text { s.t. } & p-\rho=\sum_{h=1}^{k}\left(u_{h}+\sum_{j \in J_{h}} u_{j h} g_{j}\right) \\
& u_{h}, u_{j h}\left(j \in J_{h}\right) \text { sums of squares in } \mathbb{R}\left[\mathbf{x}_{I h}\right]  \tag{8.5}\\
& \operatorname{deg}\left(u_{h}\right), \operatorname{deg}\left(u_{j h} g_{j}\right) \leq 2 t(h=1, \ldots, k)
\end{array}
$$

Obviously,

$$
\widehat{p_{t}^{\mathrm{sos}}} \leq \widehat{p_{t}^{\mathrm{mom}}} \leq p^{\mathrm{min}}, \widehat{p_{t}^{\mathrm{mom}}} \leq p_{t}^{\mathrm{mom}}, \widehat{p_{t}^{\mathrm{sos}}} \leq p_{t}^{\mathrm{sos}}
$$

The sparse relaxation is in general weaker than the dense relaxation. However when all polynomials $p_{h}, g_{j}$ are quadratic then the sparse and dense relaxations are equivalent (cf. [172, §4.5], also [115, Th. 3.6]). We sketch the details below.

Lemma 8.6. Assume $p=\sum_{h=1}^{k} p_{h}$ where $p_{h} \in \mathbb{R}\left[\mathbf{x}_{I_{h}}\right]$ and the sets $I_{h}$ satisfy (8.1). If $\operatorname{deg}\left(p_{h}\right) \leq 2$ for all $h$ and $p$ is a sum of squares, then $p$ has a sparse sum of squares decomposition, i.e. of the form

$$
\begin{equation*}
p=\sum_{h=1}^{k} s_{h} \text { where } s_{h} \in \mathbb{R}\left[\mathbf{x}_{I_{h}}\right] \text { and } s_{h} \text { is SOS. } \tag{8.6}
\end{equation*}
$$

Proof. Consider the dense/sparse SOS/moment relaxations of order 1 of the problem $\min _{x \in \mathbb{R}^{n}} p(x)$, with optimum values $p_{1}^{\text {sos }}, p_{1}^{\text {mom }}, \widehat{p_{1}^{\text {sos }}}, \widehat{p_{1}^{\text {mom }}}$. The strict feasibility of the moment relaxations implies that $p_{1}^{\text {sos }}=p_{1}^{\text {mom }}$, $\widehat{p_{1}^{\text {sos }}}=\widehat{p_{1}^{\text {mom }}}$, the optimum is attained in the dense/sparse SOS relaxations, $p \operatorname{SOS} \Longleftrightarrow p_{1}^{\text {sos }} \geq 0$, and $p$ has a sparse SOS decomposition (8.6) $\Longleftrightarrow$ $\widehat{p_{1}^{\text {sos }}} \geq 0$. Thus it suffices to show that $p_{1}^{\text {mom }} \leq \widehat{p_{1}^{\text {mom }}}$. For this let $y$ be feasible for the program defining $\widehat{p_{1}^{\text {mom }}}$, i.e. $y_{0}=1, M_{1}\left(y, I_{h}\right) \succeq 0$ for all $h=1, \ldots, k$. Using a result of Grone et al. [49] (which claims that any partial positive semidefinite matrix whose specified entries form a chordal graph can be completed to a fully specified positive semidefinite matrix), we can complete $y$ to a vector $\tilde{y} \in \mathbb{R}^{\mathbb{N}_{2}^{n}}$ satisfying $M_{1}(\tilde{y}) \succeq 0$. Thus $\tilde{y}$ is feasible for the program defining $p_{1}^{\text {mom }}$, which shows $p_{1}^{\text {mom }} \leq \widehat{p_{1}^{\text {mom }}}$.

Corollary 8.7. Consider the problem (1.1) and assume that (8.1), (8.2), (8.3) hold. If all $p_{h}, g_{j}$ are quadratic, then $p_{1}^{\text {mom }}=\widehat{p_{1}^{\text {mom }}}$ and $p_{1}^{\text {sos }}=$ $\widehat{p_{1}^{\text {sos }}}$.

Proof. Assume $y$ is feasible for the program defining $\widehat{p_{1}^{\text {mom }}}$; that is, $y_{0}=1, M_{1}\left(y, I_{h}\right) \succeq 0(h=1, \ldots, k)$ and $\left(g_{j} y\right)_{0}\left(=\sum_{\alpha}\left(g_{j}\right)_{\alpha} y_{\alpha}\right) \geq 0(j=$ $1, \ldots, m)$. Using the same argument as in the proof of Lemma 8.6 we can complete $y$ to $\tilde{y} \in \mathbb{R}^{\mathbb{N}_{2}^{n}}$ such that $M_{1}(\tilde{y}) \succeq 0$ and thus $\tilde{y}$ is feasible for the program defining $p_{1}^{\text {mom }}$, which shows $p_{1}^{\text {mom }} \leq \widehat{p_{1}^{\text {mom }}}$. Assume now $\rho \in \mathbb{R}$ is feasible for the program defining $p_{1}^{\text {sos }}$; that is, $p-\rho=s_{0}+\sum_{j=1}^{m} s_{j} g_{j}$ where $s$ is a sum of squares in $\mathbb{R}[\mathbf{x}]$ and $s_{j} \in \mathbb{R}_{+}$. Now the polynomial $p-\rho-\sum_{j=1}^{m} s_{j} g_{j}$ is separable (i.e. can be written as a sum of polynomials in $\left.\mathbb{R}\left[\mathbf{x}_{I_{h}}\right]\right)$; hence, by Lemma 8.6, it has a sparse sum of squares decomposition, of the form $\sum_{h=1}^{k} s_{h}$ with $s_{h} \in \mathbb{R}\left[\mathbf{x}_{I_{h}}\right]$ SOS. This shows that $\rho$ is feasible for the program defining $\widehat{p_{1}^{\text {sos }}}$, giving the desired inequality $p_{1}^{\text {sos }} \leq \widehat{p_{1}^{\text {sos }}}$.

Example 8.8. We give an example (mentioned in [115, Ex. 3.5]) showing that the result of Lemma 8.6 does not hold for polynomials of
degree more than 2. Consider the polynomial $p=p_{1}+p_{2}$, where $p_{1}=$ $\mathbf{x}_{1}^{4}+\left(\mathbf{x}_{1} \mathbf{x}_{2}-1\right)^{2}$ and $p_{2}=\mathbf{x}_{2}^{2} \mathbf{x}_{3}^{2}+\left(\mathbf{x}_{3}^{2}-1\right)^{2}$. Waki [171] verified that $0=\widehat{p_{2}^{s o s}}<p_{2}^{\text {sos }}=p^{\text {min }} \sim 0.84986$.

Waki et al. [172] have implemented the above sparse SDP relaxations. Their numerical results show that they can be solved much faster than the dense relaxations and yet they give very good approximations of $p^{\mathrm{min}}$. Lasserre [85, 87] proved the theoretical convergence, i.e. $\lim _{t \rightarrow \infty} \widehat{p_{t}^{\text {sos }}}=\lim _{t \rightarrow \infty} \widehat{p_{t}^{\text {mom }}}=p^{\text {min }}$, under the assumption that $K$ has a nonempty interior and that a ball constraint $R_{h}^{2}-\sum_{i \in J_{h}} \mathbf{x}_{i} \geq 0$ is present in the description of $K$ for each $h=1, \ldots, k$. Kojima and Muramatsu [72] proved the result for compact $K$ with possibly empty interior. Grimm, Netzer and Schweighofer [48] give a simpler proof, which does not need the presence of ball constraints in the description of $K$ but instead assumes that each set of polynomials $g_{j}\left(j \in J_{h}\right)$ generates an Archimedean module.

Theorem 8.9. [48] Assume that, for each $h=1, \ldots, k$, the quadratic module $\mathbf{M}_{h}:=\mathbf{M}\left(g_{j} \mid j \in J_{h}\right)$ generated by $g_{j}\left(j \in J_{h}\right)$ is Archimedean. Assume that (8.1) holds and that $p, g_{1}, \ldots, g_{m}$ satisfy (8.2), (8.3). If $p$ is positive on the set $K=\left\{x \in \mathbb{R}^{n} \mid g_{j}(x) \geq 0(j=1, \ldots, m)\right\}$, then $p \in \mathbf{M}_{1}+\ldots+\mathbf{M}_{k}$; that is, $p=\sum_{h=1}^{k}\left(u_{h}+\sum_{j \in J_{h}} u_{j h} g_{j}\right)$, where $u_{h}, u_{j h}$ are sums of squares in $\mathbb{R}\left[\mathbf{x}_{I_{h}}\right]$.

Before proving the theorem we state the application to asymptotic convergence.

Corollary 8.10. Under the assumptions of Theorem 8.9, we have $\lim _{t \rightarrow \infty} \widehat{p_{t}^{\text {sos }}}=\lim _{t \rightarrow \infty} \widehat{p_{t}^{\text {mom }}}=p^{\text {min }}$.

Proof. Fix $\epsilon>0$. As $p-p^{\min }+\epsilon$ is positive on $K$ and satisfies (8.2), we deduce from Theorem 8.9 that $p-p^{\text {min }}+\epsilon \in \sum_{h=1}^{k} \mathbf{M}_{h}$. Thus $p^{\text {min }}-\epsilon$ is feasible for (8.5) for some $t$. Hence, for every $\epsilon>0$, there exists $t \in \mathbb{N}$ with $p^{\text {min }}-\epsilon \leq \widehat{p_{t}^{\text {sos }}} \leq p^{\text {min }}$. This shows that $\lim _{t \rightarrow \infty} \widehat{p_{t}^{\text {sos }}}=p^{\mathrm{mom}}$.
8.1.3. Proof of Theorem 8.9. We give the proof of [48] which is elementary except it uses the following special case of Putinar's theorem (Theorem 3.20): For $p \in \mathbb{R}[\mathbf{x}]$,

$$
\begin{equation*}
p>0 \text { on }\left\{x \mid R^{2}-\sum_{i=1}^{n} x_{i}^{2} \geq 0\right\} \Longrightarrow \exists s_{0}, s_{1} \in \Sigma \quad p=s_{0}+s_{1}\left(R^{2}-\sum_{i=1}^{n} \mathbf{x}_{i}^{2}\right) \tag{8.7}
\end{equation*}
$$

We start with some preliminary results.
Lemma 8.11. Let $C \subseteq \mathbb{R}$ be compact. Assume $p=p_{1}+\ldots+p_{k}$ where $p_{h} \in \mathbb{R}\left[\mathbf{x}_{I_{h}}\right](h=1, \ldots, k)$ and $p>0$ on $C^{n}$. Then $p=f_{1}+\ldots+f_{k}$ where $f_{h} \in \mathbb{R}\left[\mathbf{x}_{I_{h}}\right]$ and $f_{h}>0$ on $C^{I_{h}}(h=1, \ldots, k)$.

Proof. We use induction on $k \geq 2$. Assume first $k=2$. Let $\epsilon>0$ such that $p=p_{1}+p_{2} \geq \epsilon$ on $C^{n}$. Define the function $F$ on $\mathbb{R}^{I_{1} \cap I_{2}}$ by

$$
F(y):=\min _{x \in C^{I_{1} \backslash I_{2}}} p_{1}(x, y)-\frac{\epsilon}{2} \quad \text { for } y \in \mathbb{R}^{I_{1} \cap I_{2}}
$$

The function $F$ is continuous on $C^{I_{1} \cap I_{2}}$. Indeed for $y, y^{\prime} \in C^{I_{1} \cap I_{2}}$ and $x, x^{\prime} \in C^{I_{1} \backslash I_{2}}$ minimizing respectively $p_{1}(x, y)$ and $p_{1}\left(x^{\prime}, y^{\prime}\right)$, we have

$$
\left|F(y)-F\left(y^{\prime}\right)\right| \leq \max \left(\left|p_{1}(x, y)-p_{1}\left(x, y^{\prime}\right)\right|,\left|p_{1}\left(x^{\prime}, y\right)-p_{1}\left(x^{\prime}, y^{\prime}\right)\right|\right)
$$

implying the uniform continuity of $F$ on $C^{I_{1} \cap I_{2}}$ since $p_{1}$ is uniform continuous on $C^{I_{1}}$. Next we claim that
$p_{1}(x, y)-F(y) \geq \frac{\epsilon}{2}, p_{2}(y, z)+F(y) \geq \frac{\epsilon}{2} \forall x \in \mathbb{R}^{I_{1} \backslash I_{2}}, y \in \mathbb{R}^{I_{1} \cap I_{2}}, z \in \mathbb{R}^{I_{2} \backslash I_{1}}$.
The first follows from the definition of $F$. For the second note that $p_{2}(y, z)+$ $F(y)=p_{2}(y, z)+p_{1}(x, y)-\frac{\epsilon}{2}$ (for some $x \in C^{I_{1} \backslash I_{2}}$ ), which in turn is equal to $p(x, y, z)-\frac{\epsilon}{2} \geq \epsilon-\frac{\epsilon}{2}=\frac{\epsilon}{2}$. By the Stone-Weierstrass theorem, $F$ can be uniformly approximated by a polynomial $f \in \mathbb{R}\left[\mathbf{x}_{I_{1} \cap I_{2}}\right]$ satisfying $|F(y)-f(y)| \leq \frac{\epsilon}{4}$ for all $y \in C^{I_{1} \cap I_{2}}$. Set $f_{1}:=p_{1}-f$ and $f_{2}:=p_{2}+f$. Thus $p=f_{1}+f_{2} ; f_{1}>0$ on $C^{I_{1}}$ since $f_{1}(x, y)=p_{1}(x, y)-f(y)=$ $p_{1}(x, y)-F(y)+F(y)-f(y) \geq \frac{\epsilon}{2}-\frac{\epsilon}{4}=\frac{\epsilon}{4} ; f_{2}>0$ on $C^{I_{2}}$ since $f_{2}(y, z)=$ $p_{2}(y, z)+f(y)=p_{2}(y, z)+F(y)+f(y)-F(y) \geq \frac{\epsilon}{2}-\frac{\epsilon}{4}=\frac{\epsilon}{4}$. Thus the lemma holds in the case $k=2$.

Assume now $k \geq 3$. Write $\tilde{I}:=\cup_{h=1}^{k-1} I_{h}, \tilde{p}:=p_{1}+\ldots+p_{k-1} \in \mathbb{R}\left[\mathbf{x}_{\tilde{I}}\right]$, so that $p=\tilde{p}+f_{k}$. By the above proof, there exists $f \in \mathbb{R}\left[\mathbf{x}_{\tilde{I} \cap I_{k}}\right]$ such that $\tilde{p}-f>0$ on $C^{\tilde{I}}$ and $p_{k}+f>0$ on $C^{I_{k}}$. Using (8.1), it follows that $\tilde{I} \cap I_{k} \subseteq I_{h_{0}}$ for some $h_{0} \leq k-1$. Hence $f \in \mathbb{R}\left[\mathbf{x}_{I_{h_{0}}}\right] \cap \mathbb{R}\left[\mathbf{x}_{I_{k}}\right]$ and $\tilde{p}-f$ is a sum of polynomials in $\mathbb{R}\left[\mathbf{x}_{I_{h}}\right](h=1, \ldots, k-1)$. Using the induction assumption for the case $k-1$, we deduce that $\tilde{p}-f=f_{1}+\ldots+f_{k-1}$ where $f_{h} \in \mathbb{R}\left[\mathbf{x}_{I_{h}}\right]$ and $f_{h}>0$ on $C^{I_{h}}$ for each $h \leq k-1$. This gives $p=\tilde{p}+p_{k}=\tilde{p}-f+f+p_{k}=f_{1}+\ldots+f_{k-1}+f+p_{k}$ which is the desired conclusion since $f+p_{k} \in \mathbb{R}\left[\mathbf{x}_{I_{k}}\right]$ and $f+p_{k}>0$ on $C^{I_{k}}$.

Lemma 8.12. Assume $p=p_{1}+\ldots+p_{k}$ where $p_{h} \in \mathbb{R}\left[\mathbf{x}_{I_{h}}\right]$ and $p>0$ on the set $K$. Let $B$ be a bounded set in $\mathbb{R}^{n}$. There exist $t \in \mathbb{N}, \lambda \in \mathbb{R}$ with $0<\lambda \leq 1$, and polynomials $f_{h} \in \mathbb{R}\left[\mathbf{x}_{I_{h}}\right]$ such that $f_{h}>0$ on $B$ and

$$
\begin{equation*}
p=\sum_{j=1}^{m}\left(1-\lambda g_{j}\right)^{2 t} g_{j}+f_{1}+\ldots+f_{k} \tag{8.8}
\end{equation*}
$$

Proof. Choose a compact set $C \subseteq \mathbb{R}$ such that $B \subseteq C^{n}$ and choose $\lambda \in \mathbb{R}$ such that $0<\lambda \leq 1$ and $\lambda g_{j}(x) \leq 1$ for all $x \in C^{n}$ and $j=1, \ldots, m$. For $t \in \mathbb{N}$ set

$$
F_{t}:=p-\sum_{j=1}^{m}\left(1-\lambda g_{j}\right)^{2 t} g_{j} .
$$

Obviously $F_{t} \leq F_{t+1}$ on $C^{n}$. First we claim

$$
\begin{equation*}
\forall x \in C^{n} \exists t \in \mathbb{N}^{n} F_{t}(x)>0 \tag{8.9}
\end{equation*}
$$

We use the fact that $\left(1-\lambda g_{j}(x)\right)^{2 t} g_{j}(x)$ goes to 0 as $t$ goes to $\infty$ if $g_{j}(x) \geq 0$, and to $\infty$ otherwise. If $x \in K$ then $\lim _{t \rightarrow \infty} F_{t}(x)=p(x)$ and thus $F_{t}(x)>0$ for $t$ large enough. If $x \in C^{n} \backslash K$ then $\lim _{t \rightarrow \infty} F_{t}(x)=\infty$ and thus $F_{t}(x)>0$ again for $t$ large enough. This shows (8.9). Next we claim

$$
\begin{equation*}
\exists t \in \mathbb{N} \forall x \in C^{n} F_{t}(x)>0 \tag{8.10}
\end{equation*}
$$

By (8.9), for each $x \in C^{n}$ there exists an open ball $B_{x}$ containing $x$ and $t_{x} \in \mathbb{N}$ such that $F_{t_{x}}>0$ on $B_{x}$. Thus $C^{n} \subseteq \cup_{x \in C^{n}} B_{x}$. As $C^{n}$ is compact, we must have $C^{n} \subseteq B_{x_{1}} \cup \ldots \cup B_{x_{N}}$ for finitely many $x_{i}$. As $F_{t}>0$ on $B_{x_{i}}$ for all $t \geq t_{x_{i}}$, we deduce that $F_{t}>0$ on $C^{n}$ for all $t \geq \max _{i=1, \ldots, N} t_{x_{i}}$, which shows (8.10). Hence we have found the decomposition $p=\sum_{j=1}^{m}(1-$ $\left.\lambda g_{j}\right)^{2 t} g_{j}+F_{t}$ where $F_{t}>0$ on $C^{n}$. As $F_{t}$ is a sum of polynomials in $\mathbb{R}\left[\mathbf{x}_{I_{h}}\right]$ and $F_{t}>0$ on $C^{n}$, we can apply Lemma 8.11 and deduce that $F_{t}=f_{1}+\ldots+f_{k}$ where $f_{h} \in \mathbb{R}\left[\mathbf{x}_{I_{h}}\right]$ and $f_{h}>0$ on $C^{I_{h}}$ and thus on $B$. Thus (8.8) holds.

We can now conclude the proof of Theorem 8.9. As each module $\mathbf{M}_{h}$ is Archimedean, we can find $R>0$ for which $R^{2}-\sum_{i \in I_{h}} \mathbf{x}_{i}^{2} \in \mathbf{M}_{h}$ for each $h=1, \ldots, k$. By assumption, $p>0$ on $K$. We apply Lemma 8.12 to the closed ball $B$ in $\mathbb{R}^{n}$ of radius $R$. Thus we find a decomposition as in (8.8). As $f_{h}>0$ on $B$ we deduce that $f_{h} \in \mathbf{M}_{h}$ using (8.7). Finally observe that $\sum_{j=1}^{m}\left(1-\lambda g_{j}\right)^{2 t} g_{j}=\sum_{h=1}^{k} u_{h}$ where $u_{h}:=\sum_{j \in J_{h}}\left(1-\lambda g_{j}\right)^{2 t} g_{j} \in \mathbf{M}_{h}$. This concludes the proof of Theorem 8.9.
8.1.4. Extracting global minimizers. In some cases one is also able to extract global minimizers for the original problem (1.1) from the sparse SDP relaxation (8.4). Namely assume $y$ is an optimum solution to the sparse moment ralaxation (8.4) and that the following rank conditions hold:

$$
\begin{array}{r}
\operatorname{rank} M_{s}\left(y, I_{h}\right)=\operatorname{rank} M_{s-a_{h}}\left(y, I_{h}\right) \forall h=1, \ldots, k, \\
\operatorname{rank} M_{s}\left(y, I_{h} \cap I_{h^{\prime}}\right)=1 \forall h \neq h^{\prime}=1, \ldots, k \text { with } I_{h} \cap I_{h^{\prime}} \neq \emptyset \tag{8.12}
\end{array}
$$

setting $a_{h}:=\max _{j \in J_{h}} d_{g_{j}}$. Then we can apply the results from Sections 5.2, 6.6 to extract solutions. Namely for each $h \leq k$, by (8.11), the restriction of $y$ to $\mathbb{R}^{\Lambda_{2 t}^{I_{h}}}$ has a unique representing measure with support $\Delta^{h} \subseteq \mathbb{R}_{I_{I} \cap I_{h}}^{I_{h}}$. Moreover, by (8.12), if $I_{h} \cap I_{h^{\prime}} \neq \emptyset$, then the restriction of $y$ to $\mathbb{R}^{\Lambda_{2 t}^{I_{h} \cap I_{h^{\prime}}}}$ has a unique representing measure which is a Dirac measure at a point $x^{\left(h h^{\prime}\right)} \in \mathbb{R}^{I_{h} \cap I_{h^{\prime}}}$. Therefore, any $x^{(h)} \in \Delta^{h}, x^{\left(h^{\prime}\right)} \in \Delta^{h^{\prime}}$ coincide on $I_{h} \cap I_{h^{\prime}}$, i.e. $x_{i}^{(h)}=x_{i}^{\left(h^{\prime}\right)}=x_{i}^{\left(h h^{\prime}\right)}$ for $i \in I_{h} \cap I_{h^{\prime}}$. Therefore any point $x^{*} \in \mathbb{R}^{n}$ obtained by setting $x_{i}^{*}:=x_{i}^{(h)}\left(i \in I_{h}\right)$ for some $x^{(h)} \in \Delta^{h}$, is an optimum
solution to the original problem (1.1). The rank conditions (8.11)-(8.12) are however quite restrictive.

Here is another situation when one can extract a global minimizer; namely when (1.1) has a unique global minimizer. Assume that for all $t$ large enough we have a near optimal solution $y^{(t)}$ to the sparse moment relaxation of order $t$; that is, $y^{(t)}$ is feasible for (8.4) and $p^{T} y^{(t)} \leq \widehat{p^{\text {mom }}}{ }_{t}+$ $1 / t$. Lasserre [85] shows that, if problem (1.1) has a unique global minimizer $x^{*}$, then the vectors $\left(y_{e_{i}}^{(t)}\right)_{i=1}^{n}$ converge to the global minimizer $x^{*}$ as $t$ goes to $\infty$.

SparsePOP software. Waki, Kim, Kojima, Muramatsu, and Sugimoto have developed the software SparsePOP, which implements the sparse moment and SOS relaxations (8.4)-(8.5) proposed in [172] for the problem (1.1). The software can be downloaded from the website http://www.is.titech.ac.jp/~kojima/SparsePOP/.

We also refer to [172] where another technique is proposed, based on perturbing the objective function in (1.1) which, under some conditions, permits the extraction of an approximate global minimizer.

For a detailed presentation of several examples together with computational numerical results, see in particular [172]; see also [115], and [114] for instances arising from sensor network localization (which is an instance of the distance realization problem described in Section 1).
8.2. Exploiting equations. Here we come back to the case when the semialgebraic set $K$ is as in (2.5), i.e. there are explicit polynomial equations $h_{1}=0, \ldots, h_{m_{0}}=0$ present in its decription. Let $\mathcal{J}:=\left(h_{1}, \ldots, h_{m_{0}}\right)$ be the ideal generated by these polynomials. As noted in Section 6.2 one can formulate SOS/moment bounds by working in the quotient ring $\mathbb{R}[\mathbf{x}] / \mathcal{J}$, which leads to a saving in the number of variables and thus in the complexity of the SDP's to be solved. Indeed suppose we know a (linear) basis $\mathcal{B}$ of $\mathbb{R}[\mathbf{x}] / \mathcal{J}$, so that $\mathbb{R}[\mathbf{x}]=\operatorname{Span}_{\mathbb{R}}(\mathcal{B}) \oplus \mathcal{J}$. Then, for $p \in \mathbb{R}[\mathbf{x}]$,

$$
\begin{equation*}
p \mathrm{SOS} \bmod \mathcal{J} \Longleftrightarrow p=\sum_{l} u_{l}^{2}+q \text { with } u_{l} \in \operatorname{Span}_{\mathbb{R}}(\mathcal{B}), q \in \mathcal{J} \tag{8.13}
\end{equation*}
$$

(This is obvious: If $p=\sum_{l} f_{l}^{2}+g$ with $f_{l} \in \mathbb{R}[\mathbf{x}], g \in \mathcal{J}$, write $f_{l}=u_{l}+v_{l}$ with $u_{l} \in \operatorname{Span}_{\mathbb{R}}(\mathcal{B})$ and $v_{l} \in \mathcal{J}$, so that $p=\sum_{l} u_{l}^{2}+q$ after setting $q:=g+\sum_{l} v_{l}^{2}+2 u_{l} v_{l} \in \mathcal{J}$.) Hence to check the existence of a SOS decomposition modulo $\mathcal{J}$, we can apply the Gram-matrix method from Section 3.3 working with matrices indexed by $\mathcal{B}$ (or a subset of it) instead of the full set of monomials. Moreover, when formulating the moment relaxations, one can use the equations $h_{j}=0$ to eliminate some variables within $y=\left(y_{\alpha}\right)_{\alpha}$. Let us illustrate this on an example (taken from [124]).

EXAMPLE 8.13. Suppose we want to minimize the polynomial $p=$ $10-\mathbf{x}_{1}^{2}-\mathbf{x}_{2}$ over $\left\{(x, y) \in \mathbb{R}^{2} \mid g_{1}:=x_{1}^{2}+x_{2}^{2}-1=0\right\}$ (the unit circle). To get a lower bound on $p^{\text {min }}$, one can compute the largest $\rho$ for which $p-\rho$ is SOS modulo the ideal $\mathcal{J}=\left(\mathbf{x}_{1}^{2}+\mathbf{x}_{2}^{2}-1\right)$. As $\mathcal{B}:=\left\{\mathbf{x}_{1}^{i}, \mathbf{x}_{2} \mathbf{x}_{1}^{i} \mid i \geq 0\right\}$
is a basis of $\mathbb{R}[\mathbf{x}] / \mathcal{J}$ (it is the set of standard monomials w.r.t. a graded lex monomial ordering), one can first try to find a decomposition as in (8.13) using only monomials in the subset $\left\{1, \mathbf{x}_{1}, \mathbf{x}_{2}\right\} \subseteq \mathcal{B}$. Namely, find the largest scalar $\rho$ for which

$$
\begin{aligned}
& 10-\mathbf{x}_{1}^{2}-\mathbf{x}_{2}-\rho=\left(\begin{array}{c}
1 \\
\mathbf{x}_{1} \\
\mathbf{x}_{2}
\end{array}\right)^{T} \underbrace{\left(\begin{array}{lll}
a & b & c \\
b & d & e \\
c & e & f
\end{array}\right)}_{X \succeq 0}\left(\begin{array}{c}
1 \\
\mathbf{x}_{1} \\
\mathbf{x}_{2}
\end{array}\right) \quad \bmod \mathcal{J} \\
& =a+f+(d-f) \mathbf{x}_{1}^{2}+2 b \mathbf{x}_{1}+2 c \mathbf{x}_{2}+2 e \mathbf{x}_{1} \mathbf{x}_{2} \quad \bmod \mathcal{J}
\end{aligned}
$$

giving $10-\rho-\mathbf{x}_{1}^{2}-\mathbf{x}_{2}=a+f+(d-f) \mathbf{x}_{1}^{2}+2 b \mathbf{x}_{1}+2 c \mathbf{x}_{2}+2 e \mathbf{x}_{1} \mathbf{x}_{2}$. Equating coefficients in both sides, we find

$$
X=\left(\begin{array}{ccc}
10-f-\rho & 0 & -1 / 2 \\
0 & f-1 & 0 \\
-1 / 2 & 0 & f
\end{array}\right)
$$

One can easily verify that the largest $\rho$ for which $X \succeq 0$ is $\rho=35 / 4$, obtained for $f=1$, in which case $X=L^{T} L$ with $L=\left(\begin{array}{lll}-1 / 2 & 0 & 1\end{array}\right)$, giving $p-35 / 4=\left(\mathbf{x}_{2}-1 / 2\right)^{2} \quad \bmod \mathcal{J}$. This shows $p^{\text {min }} \geq 35 / 4$. Equality holds since $p\left(x_{1}, x_{2}\right)=35 / 4$ for $\left(x_{1}, x_{2}\right)=( \pm \sqrt{7} / 2,-1 / 2)$.

On the moment side, the following program

$$
\text { inf } 10-y_{20}-y_{01} \text { s.t. }\left(\begin{array}{ccc}
1 & y_{10} & y_{01} \\
y_{10} & y_{20} & y_{11} \\
y_{01} & y_{11} & 1-y_{20}
\end{array}\right) \succeq 0
$$

gives a lower bound for $p^{\text {min }}$. Here we have used the condition $0=$ $\left(g_{1} y\right)_{00}=y_{20}+y_{02}-y_{00}$ stemming from the equation $\mathbf{x}_{1}^{2}+\mathbf{x}_{2}^{2}-1=0$, which thus permits to eliminate the variable $y_{02}$. One can easily check that the optimum of this program is again 35/4, obtained for $y_{10}=y_{11}=0$, $y_{01}=1 / 2, y_{20}=3 / 4$.
8.2.1. The zero-dimensional case. When $\mathcal{J}$ is zero-dimensional, $\mathcal{B}$ is a finite set; say $\mathcal{B}=\left\{b_{1}, \ldots, b_{N}\right\}$ where $N:=\operatorname{dim} \mathbb{R}[\mathbf{x}] / \mathcal{J} \geq\left|V_{\mathbb{C}}(\mathcal{J})\right|$. For convenience assume $\mathcal{B}$ contains the constant monomial 1 , say $b_{1}=1$. By Theorem 6.15, there is finite convergence of the SOS/moment hierarchies and thus problem (1.1) can be reformulated as the semidefinite program (6.2) or (6.3) for $t$ large enough. Moreover the SOS bound

$$
\begin{aligned}
p^{\mathrm{sos}} & =\sup \rho \text { s.t. } p-\rho \in \mathbf{M}\left(g_{1}, \ldots, g_{m}, \pm h_{1}, \ldots, \pm h_{m_{0}}\right) \\
& =\sup \rho \text { s.t. } p-\rho=\sum_{j=0}^{m} s_{j} g_{j} \bmod \mathcal{J} \text { for some } s_{j} \in \Sigma
\end{aligned}
$$

can be computed via a semidefinite program involving $N \times N$ matrices in view of (the argument for) (8.13), and $p^{\text {sos }}=p^{\text {min }}$ by Theorem 6.8 , since
the quadratic module $\mathbf{M}\left(g_{1}, \ldots, g_{m}, \pm h_{1}, \ldots, \pm h_{m_{0}}\right)$ is Archimedean as $\mathcal{J}$ is zero-dimensional. Therefore, $p^{\mathrm{sos}}=p^{\mathrm{mom}}=p^{\mathrm{min}}$.

We now give a direct argument for equality $p^{\text {mom }}=p^{\text {min }}$, relying on Theorem 5.1 (about finite rank moment matrices, instead of Putinar's theorem) and giving an explicit moment SDP formulation for (1.1) using $N \times N$ matrices; see (8.15). Following [96], we use a so-called combinatorial moment matrix which is simply a moment matrix in which some variables are eliminated using the equations $h_{j}=0$. For $f \in \mathbb{R}[\mathbf{x}], \operatorname{res}_{\mathcal{B}}(f)$ denotes the unique polynomial in $\operatorname{Span}_{\mathbb{R}}(\mathcal{B})$ such that $f-\operatorname{res}_{\mathcal{B}}(f) \in \mathcal{J}$. Given $y \in \mathbb{R}^{N}$, define the linear operator $L_{y}$ on $\operatorname{Span}_{\mathbb{R}}(\mathcal{B})(\simeq \mathbb{R}[\mathbf{x}] / \mathcal{J})$ by $L_{y}\left(\sum_{i=1}^{N} \lambda_{i} b_{i}\right):=\sum_{i=1}^{N} \lambda_{i} y_{i}\left(\lambda \in \mathbb{R}^{N}\right)$ and extend $L_{y}$ to a linear operator on $\mathbb{R}[\mathbf{x}]$ by setting $L_{y}(f):=L_{y}\left(\operatorname{res}_{\mathcal{B}}(f)\right)(f \in \mathbb{R}[\mathbf{x}])$. Then define the $N \times N$ matrix $M_{\mathcal{B}}(y)$ (the combinatorial moment matrix of $y$ ) whose $(i, j)$ th entry is $L_{y}\left(b_{i} b_{j}\right)$. Consider first for simplicity the problem of minimizing $p \in \mathbb{R}[\mathbf{x}]$ over $V_{\mathbb{R}}(\mathcal{J})$, obviously equivalent to minimizing $\operatorname{res}_{\mathcal{B}}(p)$ over $V_{\mathbb{R}}(\mathcal{J})$. With $\operatorname{res}_{\mathcal{B}}(p):=\sum_{i=1}^{N} c_{i} b_{i}$ where $c \in \mathbb{R}^{N}$, we have $p(v)=\left[\operatorname{res}_{\mathcal{B}}(p)\right](v)=c^{T} \zeta_{\mathcal{B}, v}$ $\forall v \in V_{\mathbb{R}}(\mathcal{J})$, after setting $\zeta_{\mathcal{B}, v}:=\left(b_{i}(v)\right)_{i=1}^{N}$. Hence

$$
\begin{equation*}
p^{\min }=\min _{x \in V_{\mathbb{R}}(\mathcal{J})} p(x)=\min c^{T} y \text { s.t. } y \in \operatorname{conv}\left(\zeta_{\mathcal{B}, v} \mid v \in V_{\mathbb{R}}(\mathcal{J})\right) \tag{8.14}
\end{equation*}
$$

The next result implies a semidefinite programming formulation for (8.14) and its proof implies $p^{\mathrm{mom}}=p^{\mathrm{min}}$.

Proposition 8.14. [96, Th. 14] A vector $y \in \mathbb{R}^{N}$ lies in the polytope $\operatorname{conv}\left(\zeta_{\mathcal{B}, v} \mid v \in V_{\mathbb{R}}(\mathcal{J})\right)$ if and only if $M_{\mathcal{B}}(y) \succeq 0$ and $y_{1}=1$.

Proof. Let $U$ denote the $N \times\left|\mathbb{N}^{n}\right|$ matrix whose $\alpha$ th column is the vector containing the coordinates of $\operatorname{res}_{\mathcal{B}}\left(x^{\alpha}\right)$ in the basis $\mathcal{B}$. Define $\tilde{y}:=U^{T} y \in \mathbb{R}^{\mathbb{N}^{n}}$ with $\tilde{y}_{\alpha}=L_{y}\left(\mathbf{x}^{\alpha}\right) \quad \forall \alpha \in \mathbb{N}^{n}$. One can verify that $M(\tilde{y})=U^{T} M_{\mathcal{B}}(y) U, \mathcal{J} \subseteq \operatorname{Ker} M(\tilde{y})$, and $\tilde{y}^{T} \operatorname{vec}(p)=y^{T} c$ with $\operatorname{res}_{\mathcal{B}}(p)=\sum_{i=1}^{N} c_{i} b_{i}$. Consider the following assertions (i)-(iv):
(i) $y \in \mathbb{R}_{+}\left(\zeta_{\mathcal{B}, v} \mid v \in V_{\mathbb{R}}(\mathcal{J})\right)$; (ii) $M_{\mathcal{B}}(y) \succeq 0$; (iii) $M(\tilde{y}) \succeq 0$; and (iv) $\tilde{y} \in \mathbb{R}_{+}\left(\zeta_{v} \mid v \in V_{\mathbb{R}}(\mathcal{J})\right)$. Then, (i) $\Longrightarrow$ (ii) [since $M_{\mathcal{B}}\left(\zeta_{\mathcal{B}, v}\right)=$ $\zeta_{\mathcal{B}, v} \zeta_{\mathcal{B}, v}^{T} \succeq 0$ ]; (ii) $\Longrightarrow$ (iii) [since $M(\tilde{y})=U^{T} M_{\mathcal{B}}(y) U$ ]; (iii) $\Longrightarrow$ (iv) [by Theorem 5.1, since $\operatorname{rank} M(\tilde{y})<\infty$ as $\mathcal{J} \subseteq \operatorname{Ker} M(\tilde{y})]$; and (iv) $\Longrightarrow$ (i), because $\tilde{y}=\sum_{v \in V_{\mathbb{R}}(\mathcal{J})} a_{v} \zeta_{v} \Longrightarrow y=\sum_{v \in V_{\mathbb{R}}(\mathcal{J})} a_{v} \zeta_{\mathcal{B}, v}\left[\right.$ since $\sum_{v} a_{v} b_{i}(v)=$ $\left.\sum_{v} a_{v} \operatorname{vec}\left(b_{i}\right)^{T} \zeta_{v}=\operatorname{vec}\left(b_{i}\right)^{T} \tilde{y}=\sum_{\alpha}\left(b_{i}\right)_{\alpha} L_{y}\left(\mathbf{x}^{\alpha}\right)=L_{y}\left(b_{i}\right)=y_{i}\right]$. Finally, as $b_{1}=1, y_{1}=1$ means $\sum_{v} a_{v}=1$, corresponding to having a convex combination when $a_{v} \geq 0$.

Inequalities $g_{j} \geq 0$ are treated in the usual way; simply add the conditions $M_{\mathcal{B}}\left(g_{j} y\right) \succeq 0$ to the system $M_{\mathcal{B}}(y) \succeq 0, y_{1}=1$, after setting $g_{j} y:=M_{\mathcal{B}}(y) c^{(j)}$ where $\operatorname{res}_{\mathcal{B}}\left(g_{j}\right)=\sum_{i=1}^{N} c_{i}^{(j)} b_{i}, c^{(j)}=\left(c_{i}^{(j)}\right)_{i=1}^{N}$. Summarizing we have shown

$$
\begin{equation*}
p^{\min }=\min c^{T} y \text { s.t. } y_{1}=1, M_{\mathcal{B}}(y) \succeq 0, M_{\mathcal{B}}\left(g_{j} y\right) \succeq 0(\forall j \leq m) \tag{8.15}
\end{equation*}
$$

This idea of using equations to reduce the number of variables has been applied e.g. by Jibetean and Laurent [69] in relation with unconstrained minimization. Recall (from Section 7.2, page 116) that for $p \in \mathbb{R}[\mathbf{x}]_{2 d}$, $p^{\min }=\inf _{x \in \mathbb{R}^{n}} p(x)$ can be approximated by computing the minimum of $p$ over the variety $V_{\mathbb{R}}(\mathcal{J})$ with $\mathcal{J}:=\left((2 d+2) x_{i}^{2 d+1}+\partial p / \partial x_{i}(i=1, \ldots, n)\right)$ for small $\epsilon>0$. Then $\mathcal{J}$ is zero-dimensional, $\mathcal{B}=\left\{\mathbf{x}^{\alpha} \mid 0 \leq \alpha_{i} \leq 2 d \forall i \leq n\right\}$ is a basis of $\mathbb{R}[\mathbf{x}] / \mathcal{J}$, and the equations in $\mathcal{J}$ give a direct algorithm for computing residues modulo $\mathcal{J}$ and thus the combinatorial moment matrix $M_{\mathcal{B}}(y)$. Such computation can however be demanding for large $n, d$. We now consider the $0 / 1$ case where the residue computation is trivial.
8.2.2. The $0 / 1$ case. A special case, which is particularly relevant to applications in combinatorial optimization, concerns the minimization of a polynomial $p$ over the $0 / 1$ points in a semialgebraic set $K$. In other words, the equations $\mathbf{x}_{i}^{2}-\mathbf{x}_{i}=0(i=1, \ldots, n)$ are present in the description of $K$; thus $\mathcal{J}=\left(\mathbf{x}_{1}^{2}-\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}^{2}-\mathbf{x}_{n}\right)$ with $V_{\mathbb{C}}(\mathcal{J})=\{0,1\}^{n}$. Using the equations $\mathbf{x}_{i}^{2}=\mathbf{x}_{i}$, we can reformulate all variables $y_{\alpha}\left(\alpha \in \mathbb{N}^{n}\right)$ in terms of the $2^{n}$ variables $y_{\beta}\left(\beta \in\{0,1\}^{n}\right)$ via $y_{\alpha}=y_{\beta}$ with $\beta_{i}:=\min \left(\alpha_{i}, 1\right) \quad \forall i$.

With $\mathcal{P}(V)$ denoting the collection of all subsets of $V:=\{1, \ldots, n\}$, the $\operatorname{set} \mathcal{B}:=\left\{\mathbf{x}_{I}:=\prod_{i \in I} \mathbf{x}_{i} \mid I \in \mathcal{P}(V)\right\}$ is a basis of $\mathbb{R}[\mathbf{x}] / \mathcal{J}$ and $\operatorname{dim} \mathbb{R}[\mathbf{x}] / \mathcal{J}=$ $|\mathcal{P}(V)|=2^{n}$. It is convenient to index a combinatorial moment matrix $M_{\mathcal{B}}(y)$ and its argument $y$ by the set $\mathcal{P}(V)$. The matrix $M_{\mathcal{B}}(y)$ has a particularly simple form, since its $(I, J)$ th entry is $y_{I \cup J} \forall I, J \in \mathcal{P}(V)$. Set

$$
\begin{equation*}
\Delta_{V}:=\operatorname{conv}\left(\zeta_{\mathcal{B}, v} \mid v \in\{0,1\}^{n}\right) \subseteq \mathbb{R}^{\mathcal{P}(V)} \tag{8.16}
\end{equation*}
$$

We now give a different, elementary, proof ${ }^{8}$ for Proposition 8.14.
Lemma 8.15. $\Delta_{V}=\left\{y \in \mathbb{R}^{\mathcal{P}(V)} \mid y_{\emptyset}=1, M_{\mathcal{B}}(y) \succeq 0\right\}=\left\{y \in \mathbb{R}^{\mathcal{P}(V)} \mid\right.$ $\left.y_{\emptyset}=1, \sum_{J \subseteq V \mid I \subseteq J}(-1)^{|J \backslash I|} y_{J} \geq 0 \forall I \subseteq V\right\}$.

Proof. Let $Z_{\mathcal{B}}$ be the $2^{n} \times 2^{n}$ matrix ${ }^{9}$ with columns the vectors $\zeta_{\mathcal{B}, v}=$ $\left(\prod_{i \in I} v_{i}\right)_{I \in \mathcal{P}(V)}\left(v \in\{0,1\}^{n}\right)$. Given $y \in \mathbb{R}^{\mathcal{P}(V)}$, let $D$ denote the diagonal matrix whose diagonal entries are the coordinates of the vector $Z_{\mathcal{B}}^{-1} y$. As $M_{\mathcal{B}}(y)=Z_{\mathcal{B}} D Z_{\mathcal{B}}^{T}$ (direct verification, using the fact that $\mathcal{J}$ is radical), $M_{\mathcal{B}}(y) \succeq 0 \Longleftrightarrow D \succeq 0 \Longleftrightarrow Z_{\mathcal{B}}^{-1} y \geq 0 \Longleftrightarrow y=Z_{\mathcal{B}}\left(Z_{\mathcal{B}}^{-1} y\right)$ is a conic combination of the vectors $\zeta_{\mathcal{B}, v}\left(v \in\{0,1\}^{n}\right)$. Finally use the form of $Z_{\mathcal{B}}^{-1}$ mentioned in the footnote.

Example 8.16. Consider the stable set problem. Using the formulation (1.5) for $\alpha(G)$, we derive using Lemma 8.15 that $\alpha(G)$ is given by the

[^7]program
\[

$$
\begin{equation*}
\max _{y \in \mathbb{R}^{\mathcal{P}(V)}} \sum_{i \in V} y_{\{i\}} \quad \text { s.t. } y_{\emptyset}=1, M_{\mathcal{B}}(y) \succeq 0, y_{\{i, j\}}=0(i j \in E) . \tag{8.17}
\end{equation*}
$$

\]

Thus $\alpha(G)$ can be computed via a semidefinite program with a matrix of size $2^{n}$, or via an LP with $2^{n}$ linear inequalities and variables. As this is too large for practical purpose, one can instead consider truncated combinatorial moment matrices $M_{\mathcal{B}_{t}}(y)$, indexed by $\mathcal{B}_{t}:=\left\{\mathbf{x}_{I}|I \in \mathcal{P}(V),|I| \leq\right.$ $t\} \subseteq \mathcal{B}$, leading to the following upper bound on $\alpha(G)$

$$
\begin{equation*}
\max \sum_{i \in V} y_{\{i\}} \text { s.t. } y_{\emptyset}=1, M_{\mathcal{B}_{t}}(y) \succeq 0, y_{\{i, j\}}=0(i j \in E) \tag{8.18}
\end{equation*}
$$

For $t=1$ this upper bound is the well known theta number $\vartheta(G)$ introduced by Lovász [101]. See [93, 99] and references therein for more details.

Example 8.17. Consider the max-cut problem, introduced in (1.8). We are now dealing with the ideal $\mathcal{J}=\left(\mathbf{x}_{1}^{2}-1, \ldots, \mathbf{x}_{n}^{2}-1\right)$ with $V_{\mathbb{C}}(\mathcal{J})=$ $\{ \pm 1\}^{n}$. The above treatment for the $0 / 1$ case extends in the obvious way to the $\pm 1$ case after defining $M_{\mathcal{B}}(y):=\left(y_{I \Delta J}\right)_{I, J \in \mathcal{P}(V)}(I \Delta J$ denotes the symmetric difference of $I, J)$. For any integer $t$,

$$
\max \sum_{i j \in E}\left(w_{i j} / 2\right)\left(1-y_{\{i, j\}}\right) \text { s.t. } y_{\emptyset}=1, M_{\mathcal{B}_{t}}(y)=\left(y_{I \Delta J}\right)_{|I|,|J| \leq t} \succeq 0
$$

gives an upper bound for $m c(G, w)$, equal to it when $t=n$; moreover, $m c(G, w)$ can reformulated ${ }^{10}$ as

$$
\max \sum_{i j \in E}\left(w_{i j} / 2\right)\left(1-y_{\{i, j\}}\right) \text { s.t. } y_{\emptyset}=1, \sum_{J \subseteq V}(-1)^{|I \cap J|} y_{J} \geq 0 \forall I \subseteq V
$$

For $t=1$, the above moment relaxation is the celebrated SDP relaxation for max-cut used by Goemans and Williamson [47] for deriving the first nontrivial approximation algorithm for max-cut (still with the best performance guarantee as of today). Cf. e.g. [93, 94, 99] and references therein for more details.

Several other combinatorial methods have been proposed in the literature for constructing hierarchies of (LP or SDP) bounds for $p^{\min }$ in the $0 / 1$ case; in particular, by Sherali and Adams [154] and by Lovász and Schrijver [102]. It turns out that the hierarchy of SOS/moment bounds described here refines these other hierarchies; see $[93,99]$ for a detailed comparison.

[^8]8.2.3. Exploiting sparsity in the $0 / 1$ case. Here we revisit exploiting sparsity in the $0 / 1$ case. Namely, consider problem (1.1) where the equations $\mathbf{x}_{i}^{2}=\mathbf{x}_{i}(i \leq n)$ are present in the description of $K$ and there is a sparsity structure, i.e. (8.1), (8.2), (8.3) hold. By Corollary 8.10 there is asymptotic convergence to $p^{\text {min }}$ of the sparse SOS/moment bounds. We now give an elementary argument showing finite convergence, as well as a sparse semidefinite programming (and linear programming) formulation for (1.1).

Given $v \in\{0,1\}^{n}$ with support $J=\left\{i \in V \mid v_{i}=1\right\}$, it is convenient to rename $\zeta_{\mathcal{B}, v}$ as $\zeta_{J}^{V} \in\{0,1\}^{\mathcal{P}(V)}$ (thus with $I$ th entry 1 if $I \subseteq J$ and 0 otherwise, for $I \in \mathcal{P}(V)$ ). Extend the notation (8.16) to any $U \subseteq V$, setting $\Delta_{U}:=\operatorname{conv}\left(\zeta_{J}^{U} \mid J \subseteq U\right) \subseteq \mathbb{R}^{\mathcal{P}(U)}$. The next lemma ${ }^{11}$ shows that two vectors in $\Delta_{I_{1}}$ and in $\Delta_{I_{2}}$ can be merged to a new vector in $\Delta_{I_{1} \cup I_{2}}$ when certain obvious compatibility conditions hold.

Lemma 8.18. Assume $V=I_{1} \cup \ldots \cup I_{k}$ where the $I_{h}$ 's satisfy (8.1) and, for $1 \leq h \leq k$, let $y^{(h)} \in \Delta_{I_{h}}$ satisfying $y_{I}^{(h)}=y_{I}^{\left(h^{\prime}\right)}$ for all $I \subseteq$ $I_{h} \cap I_{h^{\prime}}, 1 \leq h, h^{\prime} \leq k$. Then there exists $y \in \Delta_{V}$ which is a common extension of the $y^{(h)}$ 's, i.e. $y_{I}=y_{I}^{(h)}$ for all $I \subseteq I_{h}, 1 \leq h \leq k$.

Proof. Consider first the case $k=2$. Set $I_{0}:=I_{1} \cap I_{2}$ and, for $h=1,2$, write $y^{(h)}=\sum_{I \subseteq I_{h}} \lambda_{I}^{h} \zeta_{I}^{I_{h}}=\sum_{H \subseteq I_{0}} \sum_{I \subseteq I_{h} \mid I \cap I_{0}=H} \lambda_{I}^{h} \zeta_{I}^{I_{h}}$ for some $\lambda_{I}^{h} \geq 0$ with $\sum_{I \subseteq I_{h}} \lambda_{I}^{h}=1$. Taking the projection on $\mathbb{R}^{\mathcal{P}\left(I_{0}\right)}$, we obtain

$$
\sum_{H \subseteq I_{0}}\left(\sum_{I \subseteq I_{1} \mid I \cap I_{0}=H} \lambda_{I}^{1}\right) \zeta_{H}^{I_{0}}=\sum_{H \subseteq I_{0}}\left(\sum_{J \subseteq I_{2} \mid J \cap I_{0}=H} \lambda_{J}^{2}\right) \zeta_{H}^{I_{0}}
$$

which implies $\sum_{I \subseteq I_{1} \mid I \cap I_{0}=H} \lambda_{I}^{1}=\sum_{J \subseteq I_{2} \mid J \cap I_{0}=H} \lambda_{J}^{2}=: \lambda_{H} \quad \forall H \subseteq I_{0}$, since the vectors $\zeta_{H}^{I_{0}}\left(H \subseteq I_{0}\right)$ are linearly independent. One can verify that

$$
y:=\sum_{H \subseteq I_{0} \mid \lambda_{H}>0} \frac{1}{\lambda_{H}} \sum_{I \subseteq I_{1}, J \subseteq I_{2} \mid I \cap I_{0}=J \cap I_{0}=H} \lambda_{I}^{1} \lambda_{J}^{2} \zeta_{I \cup J}^{I_{1} \cup I_{2}} \in \mathbb{R}^{\mathcal{P}\left(I_{1} \cup I_{2}\right)}
$$

lies in $\Delta_{I_{1} \cup I_{2}}$ and that $y$ extends each $y^{(h)}, h=1,2$.
In the general case $k \geq 2$ we show, using induction on $j, 1 \leq j \leq k$, that there exists $z^{(j)} \in \Delta_{I_{1} \cup \ldots \cup I_{j}}$ which is a common extension of $y^{(1)}, \ldots, y^{(j)}$. Assuming $z^{(j)}$ has been found, we derive from the above case $k=2$ applied to $z^{(j)}$ and $y^{(j+1)}$ the existence of $z^{(j+1)}$.

Corollary 8.19. Assume $V=I_{1} \cup \ldots \cup I_{k}$ where (8.1) holds, let $\mathcal{P}_{0}:=\cup_{h=1}^{k} \mathcal{P}\left(I_{h}\right)$ and $y \in \mathbb{R}^{\mathcal{P}_{0}}$ with $y_{\emptyset}=1$. Then, $y$ has an extension $\tilde{y} \in \Delta_{V} \Longleftrightarrow M_{\mathcal{B}}\left(y, I_{h}\right):=\left(y_{I \cup J}\right)_{I, J \in \mathcal{P}\left(I_{h}\right)} \succeq 0$ for all $h=1, \ldots, k$.

Proof. Directly from Lemma 8.18 combined with Lemma 8.15.

[^9]As an application one can derive an explicit sparse LP formulation for several graph optimization problems for partial $\kappa$-trees; we illustrate this on the stable set and max-cut problems. Let $G=(V, E)$ be a graph satisfying

$$
\begin{gather*}
V=I_{1} \cup \ldots \cup I_{k} \text { and (8.1) holds, }  \tag{8.19}\\
\forall i j \in E \exists h \in\{1, \ldots, k\} \text { s.t. } i, j \in I_{h} . \tag{8.20}
\end{gather*}
$$

First consider the formulation (1.5) for the stability number $\alpha(G)$; as (8.20) holds, this formulation satisfies the sparsity assumptions (8.2) and (8.3). Hence, using Lemma 8.15 combined with Corollary 8.19, we deduce that $\alpha(G)$ can be obtained by maximizing the linear objective function $\sum_{i \in V} y_{\{i\}}$ over the set of $y \in \mathbb{R}^{\mathcal{P}_{0}}$ satisfying $y_{\emptyset}=1, y_{\{i, j\}}=0$ for $i j \in E$, and any one of the following equivalent conditions (8.21) or (8.22)

$$
\begin{array}{r}
M_{\mathcal{B}}\left(y, I_{h}\right) \succeq 0 \text { for all } 1 \leq h \leq k, \\
\sum_{J \in \mathcal{P}\left(I_{h}\right) \mid I \subseteq J}(-1)^{|J \backslash I|} y_{J} \geq 0 \text { for all } I \in \mathcal{P}\left(I_{h}\right), 1 \leq h \leq k . \tag{8.22}
\end{array}
$$

More generally, given weights $c_{i}(i \in V)$ attached to the nodes of $G$, one can find $\alpha(G, c)$, the maximum weight $\sum_{i \in S} c_{i}$ of a stable set $S$, by maximizing the linear objective function $\sum_{i \in V} c_{i} y_{\{i\}}$ over the above LP. Analogously, the objective function in the formulation (1.8) of the max-cut problem satisfies (8.2) and thus the max-cut value $\operatorname{mc}(G, w)$ can be obtained by maximizing the linear objective function $\sum_{i j \in E}\left(w_{i j} / 2\right)\left(1-y_{\{i, j\}}\right)$ over the set of $y \in \mathbb{R}^{\mathcal{P}_{0}}$ satisfying $y_{\emptyset}=1$ and

$$
\begin{equation*}
\sum_{J \in \mathcal{P}\left(I_{h}\right)}(-1)^{|I \cap J|} y_{J} \geq 0 \text { for all } I \in \mathcal{P}\left(I_{h}\right), 1 \leq h \leq k \tag{8.23}
\end{equation*}
$$

With $\max _{h=1}^{k}\left|I_{h}\right| \leq \kappa$, we find for both the stable set and max-cut problems an LP formulation involving $O\left(k 2^{\kappa}\right)$ linear inequalities and variables. This applies in particular when $G$ is a partial $\kappa$-tree (i.e. $G$ is a subgraph of a chordal graph with maximum clique size $\kappa$ ). Indeed, then (8.19)-(8.20) hold with $\max _{h}\left|I_{h}\right| \leq \kappa$ and $k \leq n$, and thus $\alpha(G, c), \operatorname{mc}(G, w)$ can be computed via an LP with $O\left(n 2^{\kappa}\right)$ inequalities and variables. As an application, for fixed $\kappa, \alpha(G, c)$ and $\operatorname{mc}(G, w)$ can be computed in polynomial time ${ }^{12}$ for the class of partial $\kappa$-trees. This is a well known result; cf. eg. [18, 163, 175].
8.3. Exploiting symmetry. Another useful property that can be exploited to reduce the size of the SOS/moment relaxations is to use the presence of structural symmetries in the polynomials $p, g_{1}, \ldots, g_{m}$. This relies on combining ideas from group representation and invariance theory,

[^10]as explained in particular in the work of Gaterman and Parrilo [46] (see also Vallentin [166]). We will only sketch some ideas illlustrated on some examples as a detailed treatment of this topic is out of the scope of this paper.

Group action. Let $\mathcal{G}$ be a finite group acting on $\mathbb{R}^{N}(N \geq 1)$ via an action $\rho_{0}: \mathcal{G} \rightarrow \operatorname{GL}\left(\mathbb{R}^{N}\right)$. This induces an action $\rho: \mathcal{G} \rightarrow \operatorname{Aut}\left(\operatorname{Sym}_{N}\right)$ on $\operatorname{Sym}_{N}$, the space of $N \times N$ symmetric matrices, defined by $\rho(g)(X):=$ $\rho_{0}(g)^{T} X \rho_{0}(g)$ for $g \in \mathcal{G}, X \in \operatorname{Sym}_{N}$. This also induces an action on $\operatorname{PSD}_{N}$, the set of $N \times N$ positive semidefinite matrices. We assume here that each $\rho_{0}(g)$ is an orthogonal matrix. Then, a matrix $X \in \mathbb{R}^{N \times N}$ is invariant under action of $\mathcal{G}$, i.e. $\rho(g)(X)=X \forall g \in \mathcal{G}$, if and only if $X$ belongs to the commutant algebra

$$
\begin{equation*}
\mathcal{A}^{G}:=\left\{X \in \mathbb{R}^{N \times N} \mid \rho_{0}(g) X=X \rho_{0}(g) \forall g \in G\right\} . \tag{8.24}
\end{equation*}
$$

Note that the commutant algebra also depends on the specific action $\rho_{0}$.
Invariant semidefinite program. Consider a semidefinite program

$$
\begin{equation*}
\max \langle C, X\rangle \text { s.t. }\left\langle A_{r}, X\right\rangle=b_{r}(r=1, \ldots, m), X \in \mathrm{PSD}_{N} \text {, } \tag{8.25}
\end{equation*}
$$

in the variable $X \in \operatorname{Sym}_{N}$, where $C, A_{r} \in \operatorname{Sym}_{N}$ and $b_{r} \in \mathbb{R}$. Assume that this semidefinite program is invariant under action of $\mathcal{G}$; that is, $C$ is invariant, i.e. $C \in \mathcal{A}^{G}$, and the feasible region is globally invariant, i.e. $X$ feasible for $(8.25) \Longrightarrow \rho(g)(X)$ feasible for (8.25) $\forall g \in \mathcal{G}$. Let $X$ be feasible for (8.25). An important consequence of the convexity of the feasible region is that the new matrix $X_{0}:=\frac{1}{|G|} \sum_{g \in G} \rho(g)(X)$ is again feasible; moreover $X_{0}$ is invariant under action of $\mathcal{G}$ and it has the same objective value as $X$. Therefore, we can w.l.o.g. require that $X$ is invariant in (8.25), i.e. we can add the constraint $X \in \mathcal{A}^{G}$ (which is linear in $X$ ) to (8.25) and get an equivalent program.

Action induced by permutations. An important special type of action is when $\mathcal{G}$ is a subgroup of $\mathcal{S}_{N}$, the group of permutations on $\{1, \ldots, N\}$. Then each $g \in \mathcal{S}_{N}$ acts naturally on $\mathbb{R}^{N}$ by $\rho_{0}(g)(x):=$ $\left(x_{g(i)}\right)_{i=1}^{N}$ for $x=\left(x_{i}\right)_{i=1}^{N} \in \mathbb{R}^{N}$, and on $\mathbb{R}^{N \times N}$ by $\rho(g)(X):=$ $\left(X_{g(i), g(j)}\right)_{i, j=1}^{N}$ for $X=\left(X_{i, j}\right)_{i, j=1}^{N}$; that is, $\rho(g)(X)=M_{g} X M_{g}^{T}$ after defining $M_{g}$ as the $N \times N$ matrix with $\left(M_{g}\right)_{i, j}=1$ if $j=g(i)$ and 0 otherwise.

For $(i, j) \in\{1, \ldots, N\}^{2}$, its orbit under action of $\mathcal{G}$ is the set $\{(g(i), g(j)) \mid g \in \mathcal{G}\}$. Let $\omega$ denote the number of orbits of $\{1, \ldots, N\}^{2}$ and, for $l=1, \ldots, \omega$, define the $N \times N$ matrix $\tilde{D}_{l}$ by $\left(\tilde{D}_{l}\right)_{i, j}:=1$ if the pair $(i, j)$ belongs to the $l$ th orbit, and 0 otherwise. Following de Klerk, Pasechnik and Schrijver [38], define $D_{l}:=\frac{\tilde{D}_{l}}{\sqrt{\left\langle\tilde{D}_{l}, \tilde{D}_{l}\right\rangle}}$ for $l=1, \ldots, \omega$, the
multiplication parameters $\gamma_{i, j}^{l}$ by

$$
D_{i} D_{j}=\sum_{l=1}^{\omega} \gamma_{i, j}^{l} D_{l} \text { for } i, j=1, \ldots, \omega
$$

and the $\omega \times \omega$ matrices $L_{1}, \ldots, L_{\omega}$ by $\left(L_{l}\right)_{i, j}:=\gamma_{l, j}^{i}$ for $i, j, k=1, \ldots, \omega$. Then the commutant algebra from (8.24) is

$$
\mathcal{A}^{G}=\left\{\sum_{l=1}^{\omega} x_{l} D_{l} \mid x_{l} \in \mathbb{R}\right\}
$$

and thus $\operatorname{dim} \mathcal{A}^{G}=\omega$.
TheOrem 8.20. [38] The mapping $D_{l} \mapsto L_{l}$ is a *-isomorphism, known as the regular *-representation of $\mathcal{A}^{G}$. In particular, given $x_{1}, \ldots, x_{\omega} \in \mathbb{R}$,

$$
\begin{equation*}
\sum_{l=1}^{\omega} x_{l} D_{l} \succeq 0 \Longleftrightarrow \sum_{l=1}^{\omega} x_{l} L_{l} \succeq 0 \tag{8.26}
\end{equation*}
$$

An important application of this theorem is that it provides an explicit equivalent formulation for an invariant SDP, using only $\omega$ variables and a matrix of order $\omega$. Indeed, assume (8.25) is invariant under action of $\mathcal{G}$. Set $c:=\left(\left\langle C, D_{l}\right\rangle\right)_{l=1}^{\omega}$ so that $C=\sum_{l=1}^{\omega} c_{l} D_{l}$, and $a_{r}:=\left(\left\langle A_{r}, D_{l}\right\rangle\right)_{l=1}^{\omega}$. As observed above the matrix variable $X$ can be assumed to lie in $\mathcal{A}^{G}$ and thus to be of the form $X=\sum_{l=1}^{\omega} x_{l} D_{l}$ for some scalars $x_{l} \in \mathbb{R}$. Therefore, using (8.26), (8.25) can be equivalently reformulated as

$$
\begin{equation*}
\max \sum_{l=1}^{\omega} c_{l} x_{l} \text { s.t. } a_{r}^{T} x=b_{r}(r=1, \ldots, m), \sum_{l=1}^{\omega} x_{l} L_{l} \succeq 0 \tag{8.27}
\end{equation*}
$$

The new program (8.27) involves a $\omega \times \omega$ matrix and $\omega$ variables and can thus be much more compact than (8.25). Theorem 8.20 is used in [38] to compute the best known bounds for the crossing number of complete bipartite graphs. It is also applied in [97] to the stable set problem for the class of Hamming graphs as sketched below.

Example 8.21. Given $\mathcal{D} \subseteq\{1, \ldots, n\}$, let $G(n, \mathcal{D})$ be the graph with node set $\mathcal{P}(V)$ (the collection of all subsets of $V=\{1, \ldots, n\}$ ) and with an edge $(I, J)$ when $|I \Delta J| \in \mathcal{D}$. (Computing the stability number of $G(n, \mathcal{D})$ is related to finding large error correcting codes in coding theory; cf. e.g. [97, 147]). Consider the moment relaxation of order $t$ for $\alpha(G(n, \mathcal{D}))$ as defined in (8.18); note that it involves a matrix of size $O\left(\binom{|\mathcal{P}(V)|}{t}\right)=O\left(\left(2^{n}\right)^{t}\right)$, which is exponentially large in $n$. However, as shown in [97], this semidefinite program is invariant under action of the symmetric group $\mathcal{S}_{n}$, and
there are $O\left(n^{22^{2 t-1}-1}\right)$ orbits. Hence, by Theorem 8.20, there is an equivalent SDP whose size is $O\left(n^{2^{2 t-1}-1}\right)$, thus polynomial in $n$ for any fixed $t$, which implies that the moment upper bound on $\alpha(G(n, \mathcal{D}))$ can be computed in polynomial time for any fixed $t$.

Block-diagonalization. Theorem 8.20 gives a first, explicit, symmetry reduction for matrices in $\mathcal{A}^{G}$. Further reduction is possible. Indeed, using Schur's lemma from representation theory (cf. e.g. Serre [152]), it can be shown that all matrices in $\mathcal{A}^{G}$ can be put in block-diagonal form by a linear change of coordinates. Namely, there exists a unitary complex matrix $T$ and positive integers $h, n_{1}, \ldots, n_{h}, m_{1}, \ldots, m_{h}$ such that the set $T^{*} \mathcal{A}^{G} T:=\left\{T^{*} X T \mid X \in \mathcal{A}^{G}\right\}$ coincides with the set of the block-diagonal matrices

$$
\left(\begin{array}{cccc}
C_{1} & 0 & \ldots & 0 \\
0 & C_{2} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & C_{h}
\end{array}\right)
$$

where each $C_{i}(i=1, \ldots, h)$ is a block-diagonal matrix with $m_{i}$ identical blocks on its diagonal, all equal to some $B_{i} \in \mathbb{R}^{n_{i} \times n_{i}}$. The above parameters have the following interpretation: $N=\sum_{i=1}^{h} m_{i} n_{i}, \operatorname{dim} \mathcal{A}^{G}=$ $\sum_{i=1}^{h} n_{i}^{2}$, there are $h$ nonequivalent irreducible representations $\theta_{1}, \ldots, \theta_{h}$ for the group $\mathcal{G}$, with respective representation dimensions $n_{1}, \ldots, n_{h}$ so that $\rho=m_{1} \theta_{1} \oplus \ldots \oplus m_{h} \theta_{h}$, where $m_{1}, \ldots, m_{h}$ are the multiplicities. We refer to Gaterman and Parrilo [46], Vallentin [166] for details and further references therein. To be able to apply this for practical computation one needs to know the explicit block-diagonalization. Several examples are treated in detail in [46]. Here is a small (trivial) example as illustration.

Example 8.22. Consider the semidefinite program

$$
\min d+f \text { s.t. } X:=\left(\begin{array}{lll}
a & b & c  \tag{8.28}\\
b & d & e \\
c & e & f
\end{array}\right) \succeq 0, d+f+2 e-b-c=0
$$

It is invariant under action of the group $\{1, \sigma\} \sim \mathcal{S}_{2}$, where $\sigma$ permutes simultaneously the last two rows and columns of $X$. Thus we may assume in (8.28) that $X$ is invariant under this action, i.e. $d=f$ and $b=c$. This reduces the number of variables from 6 to 4. Next we give the explicit block-diagonalization. Namely, consider the orthogonal matrix $T:=\left(\begin{array}{ccc}1 & 0 & 0 \\ 0 & u & u \\ 0 & u & -u\end{array}\right)$ where $u:=1 / \sqrt{2}$, and observe that $T^{*} X T=$ $\left(\begin{array}{ccc}a & \sqrt{2} b & 0 \\ \sqrt{2} b & d+e & 0 \\ 0 & 0 & d-e\end{array}\right)$.

We now mention the following example due to Schrijver [147], dealing with the block-diagonalization of the Terwilliger algebra.

EXAMPLE 8.23. Consider the permutation group $\mathcal{S}_{n}$ acting on $V=$ $\{1, \ldots, n\}$. Then each $g \in \mathcal{S}_{n}$ acts in the obvious way on $\mathcal{P}(V)$ (by $g(I):=$ $\{g(i) \mid i \in I\}$ for $I \subseteq V)$ and thus on matrices indexed by $\mathcal{P}(V)$. The orbit of $(I, J) \in \mathcal{P}(V) \times \mathcal{P}(V)$ depends on the triple $(|I|,|J|,|I \cap J|)$. Therefore, the commutant algebra, consisting of the matrices $X \in \mathbb{R}^{\mathcal{P}(V) \times \mathcal{P}(V)}$ that are invariant under action of $\mathcal{S}_{n}$, is

$$
\left\{\sum_{i, j, t \in \mathbb{N}} \lambda_{i, j}^{t} M_{i, j}^{t} \mid \lambda_{i, j}^{t} \in \mathbb{R}\right\}
$$

known as the Terwilliger algebra. Here $M_{i, j}^{t}$ denotes the matrix indexed by $\mathcal{P}(V)$ with $(I, J)$ th entry 1 if $|I|=i,|J|=j$ and $|I \cap J|=t$, and 0 otherwise. Schrijver [147] has computed the explicit block-diagonalization for the Terwilliger algebra and used it for computing sharp SDP bounds for the stability number $\alpha(G(n, \mathcal{D}))$, also considered in Example 8.21. As explained in [96] this new bound lies between the moment bound of order 1 and the moment bound of order 2. See also [166] for an exposition of symmetry reduction with application to the Terwilliger algebra.

Symmetry in polynomial optimization. When the polynomial optimization problem (1.1) is invariant under action of some finite group $\mathcal{G}$, it is natural to search for relaxation schemes that inherit the symmetry pattern of the polynomials $p, g_{1}, \ldots, g_{m}$. For instance, if $p$ is a symmetric polynomial which is a SOS, one may wonder about the existence of a sum of symmetric squares. One has to be careful however. For instance, as noted in [46], the univariate polynomial $p=\mathrm{x}^{2}+\left(\mathrm{x}-\mathrm{x}^{3}\right)^{2}=\mathrm{x}^{6}-2 \mathrm{x}^{4}+2 \mathrm{x}^{2}$ is invariant under the action $x \mapsto-x$, but there is no sum of square decomposition $p=\sum_{l} u_{l}^{2}$ where each $u_{l}$ is invariant under this action as well (for otherwise, $u_{l}$ should be a polynomial of degree 3 in $\mathbf{x}^{2}$, an obvious contradiction). Yet symmetry of $p$ does imply some special symmetry structure for the squares; we refer to Gaterman and Parrilo [46] for a detailed account.

Jansson et al. [67] study how symmetry carries over to the moment relaxations of problem (1.1). Say, the polynomials $p, g_{1}, \ldots, g_{m}$ are invariant under action of a group $\mathcal{G} \subseteq \mathcal{S}_{n}$; i.e. $p(x)=p\left(\rho_{0}(g)(x)\right) \quad \forall g \in \mathcal{G}$, where $\rho_{0}(g)(x)=\left(x_{g(i)}\right)_{i=1}^{n}$, and analogously for the $g_{j}$ 's. For instance the following problem, studied in [67],

$$
\begin{equation*}
\min \sum_{i=1}^{n} x_{i}^{q} \text { s.t. } \sum_{i=1}^{n} x_{i}^{j}=b_{j}(j=1, \ldots, m) \tag{8.29}
\end{equation*}
$$

with $q \in \mathbb{N}, b_{j} \in \mathbb{R}$, falls in this setting with $\mathcal{G}=\mathcal{S}_{n}$. Then some symmetry carries over to the moment relaxations (6.3). Indeed, if $x$ is a global minimizer of $p$ over $K$, then each $\rho_{0}(g)(x)$ (for $\left.g \in \mathcal{G}\right)$ too is a global minimizer.

Thus the sequence $y$ of moments of the measure $\mu:=\frac{1}{|\mathcal{G}|} \sum_{g \in \mathcal{G}} \delta_{\rho_{0}(g)(x)}$ is feasible for any moment relaxation, with optimum value $p^{\text {min }}$. In other words, we can add the invariance condition

$$
y_{\alpha}=y_{\rho_{0}(g)(\alpha)} \text {, i.e. } y_{\left(\alpha_{1}, \ldots, \alpha_{n}\right)}=y_{\left(\alpha_{g(1)}, \ldots, \alpha_{g(n)}\right)} \forall g \in \mathcal{G}
$$

on the entries of variable $y$ to the formulation of the moment relaxation (6.3) of any order $t$. For instance, when $\mathcal{G}=\mathcal{S}_{n}$, one can require that $y_{e_{1}}=\ldots=y_{e_{n}}$, i.e. all $y_{\alpha}$ take a common value for any $|\alpha|=1$, that all $y_{\alpha}$ take a common value for any $|\alpha|=2$, etc. Thus the moment matrix of order 1 is of the form

$$
M_{1}(y)=\left(\begin{array}{cccccc}
a & b & b & b & \ldots & b \\
b & c & d & d & \ldots & d \\
b & d & c & d & \ldots & d \\
\vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\
b & d & \ldots & d & c & d \\
b & d & \ldots & d & d & c
\end{array}\right)
$$

It is explained in [67] how to find the explicit block-diagonalization for such symmetric $M_{t}(y)(t=1,2$, etc). This is not difficult in the case $t=1$; using a Schur complement with respect to the upper left corner, one deduces easily that $M_{1}(y) \succeq 0 \Longleftrightarrow c+(n-1) d-n b^{2} / a \geq 0$ and $c-d \geq 0$. The details for $t=2$ are already more complicated and need information about the irreducible representations of the symmetric group $\mathcal{S}_{n}$.

In conclusion, exploiting symmetry within polynomial optimization and, more generally, semidefinite programming, has spurred recently lots of interesting research activity, with many exciting new developments in various areas. Let us just mention pointers to a few papers dealing with symmetry reduction in various contexts; the list is not exclusive. In particular, Bachoc and Vallentin $[3,4,5]$ study the currently best known bounds for spherical codes and the kissing number; Bai et al. [6] deal with truss topology optimization; de Klerk and Sotirov [39] study lower bounds for quadratic assignment; Gvozdenović and Laurent [52,53] compute approximations for the chromatic number of graphs; Vallentin [165] considers the minimum distortion of embeddings of highly regular graphs in the Euclidean space.
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[^0]:    *Centrum Wiskunde \& Informatica (CWI), Science Park 123, 1098 XG Amsterdam, Netherlands. Email: M.Laurent@cwi.nl.

[^1]:    ${ }^{1}$ Our definition is equivalent to that of Berg and Maserick [14] who say that $y$ is exponentially bounded when $\left|y_{\alpha}\right| \leq C_{0} \sigma(\alpha) \forall \alpha$, for some $C_{0}>0$ and some function, called an absolute value, $\sigma: \mathbb{N}^{n} \rightarrow \mathbb{R}_{+}$satisfying $\sigma(0)=1$ and $\sigma(\alpha+\beta) \leq \sigma(\alpha) \sigma(\beta)$ $\forall \alpha, \beta \in \mathbb{N}^{n}$. Indeed, setting $C:=\max _{i=1, \ldots, n} \sigma\left(e_{i}\right)$ we have $\sigma(\alpha) \leq C^{|\alpha|}$ and, conversely, the function $\alpha \mapsto \sigma(\alpha):=C^{|\alpha|}$ is an absolute value.

[^2]:    ${ }^{2}$ Let $\mathcal{X}$ be a locally convex topological vector space (i.e., whose topology is defined by a family of seminorms) which is Hausdorff. The Krein-Milman theorem claims that any convex compact subset $S$ of $\mathcal{X}$ is equal to the closure of the convex hull of its set of extreme points.

[^3]:    ${ }^{3} \mathrm{Cf}$. the discussion of Marshall [106, §6.1] regarding the correctness of this proof. We will sketch an alternative argument of Marshall in Proposition 4.23 below.

[^4]:    ${ }^{4}$ Zorn's lemma states that every partially ordered set in which every chain has an upper bound contains at least one maximal element.
    ${ }^{5}$ Urysohn's lemma states that, if $A$ and $B$ are disjoint closed subsets of a compact Hausdorff (more generally, normal) space $C$, then there is a continuous function $h$ on $C$ taking value 1 on $A$ and 0 on $B$.

[^5]:    ${ }^{6}$ Indeed if $a_{k}>0, C \geq 1$ satisfy $a_{k} \leq C k$ ! for all $k \geq 1$, then $a_{k} \leq C k^{k}$, implying $a_{k}^{-1 / 2 k} \geq C^{-1 / 2 k} / \sqrt{k}$ and thus $\sum_{k \geq 1} a_{k}^{-1 / 2 k}=\infty$.

[^6]:    ${ }^{7}$ This is a nontrivial result of algebraic geometry; we thank M. Schweighofer for communicating us the following sketch of proof. Let $V$ be an irreducible variety in $\mathbb{C}^{n}$. Then $V$ is connected with respect to the usual norm topology of $\mathbb{C}^{n}$ (see e.g. [153]). Viewing $V$ as a connected semialgebraic set in $\mathbb{R}^{2 n}$, it follows that $V$ is connected by a semialgebraic continuous path (see e.g. [17]). Finally, use the fact that a semialgebraic continuous path is piecewise differentiable (see [168, Chap. 7, 2, Prop. 2.5.]).

[^7]:    ${ }^{8}$ This proof applies more general to any zero-dimensional radical ideal $\mathcal{J}$ (cf. [96]).
    ${ }^{9}$ This matrix is also known as the Zeta matrix of the lattice $\mathcal{P}(V)$ of subsets of $V=\{1, \ldots, n\}$ and its inverse $Z_{\mathcal{B}}^{-1}$ as the Möbius matrix; cf. [102]. This fact motivates the name Zeta vector chosen in [96] for the vectors $\zeta_{\mathcal{B}, v}$ and by extension for the vectors $\zeta_{v}$. We may identify each $v \in\{0,1\}^{n}$ with its support $J:=\left\{i \in\{1, \ldots, n\} \mid v_{i}=1\right\}$; the $(I, J)$ th entry of $Z_{\mathcal{B}}$ (resp., of $Z_{\mathcal{B}}^{-1}$ ) is 1 (resp., is $(-1)^{|J \backslash I|}$ ) if $I \subseteq J$ and 0 otherwise.

[^8]:    ${ }^{10}$ Use here the analogue of Lemma 8.15 for the $\pm 1$ case which claims $M_{\mathcal{B}}(y)=$ $\left(y_{I \Delta J}\right)_{I, J \subseteq V} \succeq 0 \Longleftrightarrow \sum_{J \in \mathcal{P}(V)}(-1)^{|I \cap J|} y_{J} \geq 0$ for all $I \in \mathcal{P}(V)$ (cf. [94]).

[^9]:    ${ }^{11}$ Lasserre [85] uses the analogue of this result for non-atomic measures, which is a nontrivial result, while the proof in the $0 / 1$ case is elementary.

[^10]:    ${ }^{12}$ in fact, in strongly polynomial time, since all coefficients in (8.22), (8.23) are $0, \pm 1$; see $[146, \S 15.2]$.

