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Abstract. In the past few years, there is a growing interest in autothate
gotiation in which software agents facilitate negotiatmnbehalf of their users
and try to reach joint agreements. The potential value oéldging such mech-
anisms becomes enormous when negotiation domain is toolerrigy humans
to find agreements (e.g. e-commerce) and when software gwnponeed to
reach agreements to work together (e.g. web-service catigp)sHere, one of
the major challenges is to design agents that are able towd#gaincomplete
information about their opponents in negotiation as wetbesffectively negoti-
ate on their users’ behalves. To facilitate the researchigfield, an automated
negotiating agent competition has been organized yeahig Faper introduces
the research challenges in ANAC 2014 and explains the catimpeset up and
competition results. Furthermore, a detailed analysisefiest performing five
agent has been examined.
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1 Introduction

Conflict is an omnipresent phenomenon in human society Bl45. It spans from
daily situations like discussing a holiday plan with frienadnd arranging a meeting
between colleagues to complex scenarios like politics arsihless. Automated nego-
tiation tools provide an important mechanism for decisiakers to resolve their con-
flicts and to reach mutually acceptable agreements. Thargriswing interest and need
for automated negotiation mechanisms [15, 30]. To fatdithe research in automated
negotiation, an international competition namely Autosciailegotiating Agent Com-
petition (ANAC) [6] is yearly organized. This competition challenges resieers to
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design and develop fully-automated negotiation agentscdranegotiate under certain
protocols and conditions. To compete, one has to develogetiagon agent that can
negotiate across a variety of negotiation scenarios. leai&nts of the competition, the
agents have to negotiate with incomplete knowledge - agknitmst know neither their

opponents preferences nor their negotiation strategy.

From May 2010 to May 2013 four instances of the ANAC compatit[4, 7, 9,
48] have been held in conjunction with the International fecence on Autonomous
Agents and Multiagent Systems (AAMAS). This competitiofidars in the footsteps
of a series of successful competitions that aim to advarecstéte-of-the-art in artificial
intelligence (other examples include the Annual ComputelP Competition and the
various Trading Agent Competitions (TAC) [46]). ANAC foassspecifically on the
design of practical negotiation strategies. In partigulae overall aim of the compe-
tition is to advance the state-of-the-art in the area oftdikd, multi-issue negotiation,
with an emphasis on the development of successful automaigatiators in realistic
environments with incomplete information (where negetiatlo not know their oppo-
nent’s strategy, nor their preferences) and continuous fimnere the negotiation speed
and number of negotiation exchanges depends on the congmalatquirements of the
strategy). One of the successes of ANAC lies in the developofestate-of-the-art ne-
gotiation strategies that co—evolve every year; some t®&damples include [1, 8, 10—
12,16,17,26,27,34,40,47]. The previous four incarnatiahANAC already yielded
more than 60 new strategies and scenarios [4] which can lgeasdeenchmarks to test
the efficacy of subsequent work in this area. This is in linthwvthe goal of ANAC
to build a community in which work on such negotiating agesee be compared by
standardized negotiation benchmarks and performancéssetr

Each year, the organizers bring up a new challenge for thécjpants. This year,
ANAC 2014’s focus is on negotiating with nonlinear utilityrfctions as well as dealing
with large-scale outcome spaces [18]. In ANAC 2014, netjatisagents were not al-
lowed to access the structure of the nonlinear utility fiort directly; therefore, they
needed to explore the outcome space smartly to generatbithei The main challenge
in ANAC 2014 is to explore a large-scale outcome space éffdgt In this paper, we
explain the competition setup and results of the qualificeéind final rounds. Further-
more, we analyze the performance of the best performing fiemta in an additional
experimental set up. Following the competition, we systizally generated08 differ-
ent negotiation scenarios and tested the performance bktsteperforming five agents
elaborately. We studied the effect of the domain size, thmber of constraints and
issue-constraint distribution on the performance of thenégy

Our experimental results show that the agent applying a t@eflgorithm namely
Gangsteroutperforms the other agents in terms of the individualtytgained by the
agents. The performance of the agents using Simulated Angea their strategy,
namelyAgent MandWhale Agents closed to the performance Glangsteragent. On
average, the performance Afjyent Mwith respect to the distance to Pareto optimal
outcome and Nash outcome is slightly better tsmgsteragent. Their overall perfor-
mance regarding to the utilitarian social welfare metricalmost the same. Moreover,
our evaluation results also show that the performance ocagfemts highly depends on
their opponents and the negotiation scenarios played Xeéongele DoNAagent, which



was ranked second place in ANAC 2014, was outperformed bagahts in the sec-
ond experiment. In the second experiment DoNA had less aaperand in the second
experiment a greater variety of scenarios was used.

The rest of this paper is organized as follows: Section 2sgam introduction on
ANAC 2014 rules and competition setup. Section 3 provideswamview of agents par-
ticipated in ANAC 2014. Section 4 explains ANAC 2014 quaétion and final round
results while Section 5 provides a detailed analysis of pedbrming five ANAC 2014
agents. Finally, Section 6 concludes the paper with dibestto future work.

2 ANAC 2014

Each year, the ANAC organizers bring a new challenge to thiecgzants (e.g. dis-
count factors in ANAC 2011 [7, 19], private reservation \&afar each agent in ANAC
2012 [48], learning from past negotiation sessions in ANAIX2[50]). The focus of
ANAC 2014 is on bilateral multi-issue negotiation, in whiehch agent’s preferences
are represented in the form of nonlinear utility functiossagell as dealing with large-
scale negotiation domains. In such complex domains, exygjdhe outcome space is
not as straightforward as it was in the former competitiarwhich linear additive util-
ity functions were used on relatively small-size domaimssdim up, the main challenge
in ANAC 2014 is to find efficient exploration strategies fotardependent preferences,
particularly on large-size domains.

As in previous years, the General Environment for Negatatvith Intelligent
multi-purpose Usage Simulation €&1Us)’ [36] has been used in ANAC 2014E®IUS
is a research tool for automated multi-issue negotiatiahehables ANAC participants
to develop and to test their negotiating agents. It also idesvan easily accessible
framework to develop negotiating agents via a public APtlEgarticipating team has
to design and build a negotiation agent using trEeN@S. For ANAC 2014, we ex-
tended the @GNIus framework with nonlinear utility functions in the form of vghted
hypercubes [28, 38].

2.1 ANAC 2014 Rules

The aim for the entrants to the competition is to develop aonreamous negotiation
agent. Performance of the agents is evaluated in a tourriaiting, where each agent
is matched with all other submitted agents, and each paigehts will negotiate in
a number of negotiation scenarios. There is an initial dyialj round, and the top
8 performing agents will continue to the finals, which is hatdthe AAMAS 2014
conference. All teams that make it through to the finals haepeesentative attending
the AAMAS 2014 conference, who has the opportunity to giveriaflpresentation
describing their agent.

In the previous years, additive utility functions were usedepresent negotiating
agents’ preferences in ANAC. Since realistic negotiaticensrios involve bundles of
interdependent issues under one or more specific constraga main update with re-
spect to the previous year, ANAC 2014 extends the agentiyutiodel tononlinear
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utility functions(see Section 2.2). When generating scenarios, we shoutdstatt the
interdependencies to low-order constraints but allow itinttensional interdependen-
cies to be parametrically defined. One way of doing it is toggate a utility spaces as
an hypergraph with connectivities defined as hyperedgassmtimg a number of issues
[25]. Such approach allows a quantitative assessment ofahwlexity of any non-
linear utility space using information entropy [23]. Mok, using a graph-theoretic
analysis of the complexity gives a good estimate of the parémce of any optimization
algorithm. Therefore, we use weighted hypercubes to reptegents’ preferences.

In these scenarios, the agents no longer have linear utilitgtions; instead, they
can only sample their utility of a bid throughgeet Uti | i ty() method. In terms of
the agent design, this means that the agents do not havesdgoamethods pertaining
to scenarios, such as functionality specifying the weigfithe negotiation issues. The
participants were not allowed to exploit the structure & tlonlinear preferences, so
that it becomes a challenge to explore the outcome spacepffic The agents have to
search the utility space bid-by-bid, using thet Ut i | i t y() method for any bid they
are interested in. Another challenge is to deal with laige-domains, with outcome
spaces as big a9’ outcomes.

Negotiations are bilateral and based on the alternatifeysoprotocol. Offers are
exchanged in real time with a deadline after 3 minutes. Intafg half of the domains
contain a discount factor, which causes the value of an aggetto decrease over time.
The challenge for an agentis to negotiate without any priomkdedge of the opponent’s
preferences and strategy. Negotiations are repeatedaséivess to obtain statistically
significant results. Agents can be disqualified for violgtihe spirit of fair play. The
competition rules allow multiple entries from a single ington, but require each agent
to be developed independently.

2.2 Negotiation Scenarios

In all ANAC competitions the scenarios form the setting inieththe participating
agents compete with each other. The agents play againsodaahover a number of
scenarios. In ANAC 2014 setting, a negotiation scenarisisté of domain description
and two conflicting nonlinear preference profiles. Therstsx number of representa-
tion used in automated negotiation [36, 2, 45, 3]. For comamse, only integer issues
are considered for domain specification and each agent'erpreces are represented
in the form of weighted hypercubes [28, 29]. According tstteépresentation, a utility
function consists of a set of hypercube regions in the ouétcepace. Each hypercube
represents a single constraifnt A numericweightor utility value u(cy) is associated
to each constraint. The utility of a given bigljs calculated as sum of the utility values
for the hypercubes including this bid, as follows:

u(o) = Z u(ek). 1)

cp€C|Satisfy(o,ck)

Figure 1 shows a sample utility function for a two-issue region problem. This
utility function consists of a unary constraiitl and two binary constraint§’2 and
C3. The corresponding utility values associated to thesetmings are5, 10 and 12



respectively. According to this example, the contradissue;= 2; issue2=3) would
yield a utility valueu(z) = 15 for the agent, since it satisfies bath and C2 (that
is, constraints”'1 andC'2 overlap, creating a region of higher utility). The contract
(issuey =4; issuea=2), on the other hand, would yield a utility valu¢y) = 5, because
it only satisfiesC'1.

Fig. 1. Example of a utility space with two issues and three condsai

It is worth noting that we extend this representation to suppegatedonstraints
which are satisfied when the given bid remains outside of trendhypervolume. This
richer expressiveness allows us to approximate any desinetion, by a finite number
of constraints[38].

Figure 2 shows an example of a nonlinear utility space. Thesgwo issues,e.,
two dimensions, with domaing, 99]. There are 50 unary constraini(, that relate
to 1 issue) as well as 100 binary constraints.(that inter-relate 2 issues). The utility
space is, as we can see, highly nonlinear, with many hillsvatidys.It will generally
be the case, in fact, that agents do not fully know their désir contracts in advance
because each own utility functions are simply too large amdpex. If we have 10
issues with 10 possible values per issue, for example, thidyzes a space af)'° (10



Utility |

],y
Wi '
ik .J'|'J1r'f1'ml,.l.|'-. JII"J'H

(s
Issue1

Fig. 2. Utility Space for a Single Agent

billion) possible contracts, too many to evaluate exhaabti Agents must thus operate
in a highly uncertain environment.

In addition, one of the key points in achieving automatecbtiatjon in real life has
been the non-linearity and size of the domains. Many realdvtegotiation problems
sometimes assume the nonlinear and large domains. Whent@matad negotiation
strategy covers the linear function effectively, it is nbvays possible or desirable in
nonlinear situations [35]. Therefore, the constraintdolasonlinear utility function with
integer issues has been the one of the important topic imeatta negotiations [28,
29]. The existing work analyzes and defines some measurdhdaonstraint-based
nonlinear utility function [20], and other existing worky to improve the effectiveness
of finding contracts in the bumpy nonlinear utility functif#ti, 22, 37, 39].

Typically, the characteristics of a negotiation scenatiohsas size, number of is-
sues, opposition, discount factor and reservation valogoaatly influence the negoti-
ation outcome, [5]. Therefore, also in the ANAC 2014 conmtjieti we systematically
varied some of these factors. Given our focus on the scaleadémains and the non-
linearity, we generated scenarios to differ in terms of nandf issues, number of pos-
sible proposals, opposition of preference profiles and ndéstance of all points in the
outcome space to the Pareto Frontier. We decided to use Iiatgn scenarios for
ANAC 2014 as described in Table 1. In more detalil, three tyfe®gotiation domains
with varying size (e.g., moderate, large and very largekevdsfined. For each domain
category, different discount factors and reservationemhave been allocated (See Ta-
ble 1). For each integer issuH) possible integer values are possible. If the number of
issues is equal t80, this domain hag0°® possible outcomes. In the rest of the paper,
we will use the following domain categories:



— Moderate Domain: consists ®6 issues -10'° outcomes
— Large Domain: consists &0 issues 103° outcomes
— Very Large Domain: consists &f) issues -10°° outcomes

The utility spaces of three different scenarios are gralyicepresented in Fig-
ure 3.

Table 1. Negotiation Domains in ANAC 2014

ID [Number of IssuegSize of Outcome Spag®iscount Factor| Reservation Value

1 10 1010 None None
2 10 1010 0.50 None
3 10 10™ None 0.75
4 10 101 0.50 0.75
5 30 10%° None None
6 30 10%° 0.50 None
7 30 10%° None 0.75
8 30 1030 0.50 0.75
9 50 10°° None None
10 50 10°° 0.50 None
11 50 10°° None 0.75
12 50 10°° 0.50 0.75

2.3 Competition Setup

The tournament platform for running and analyzing a varétyegotiations was (&N1US) [36].
Some sample negotiation scenarios were provided to thigiparits. However, the ne-
gotiation scenarios used in the competition were not knowthk participants in ad-
vance. The success of each negotiating agent is measureshbiglering the results of
all negotiations within the underlying tournament.

Given the complexity of the negotiation domains, time latiiin (from submission
to having the final results available at the AAMAS 2014 coefere that hosted our
competition, and the available computers for running thertament, it was infeasible
to set up a single tournament for the expected number of agéhé expected number
of agents was arountB based on the emails we received that expressed an interest
to participate. Running a full tournament fb9 agents, where each agent negotiates
againstl8 other agents in all negotiation scenarios, requires at 2§ hours (9 x
18 different combinations< 3 minutes per negotiatior 12 scenarios< 5 repetitions
= 1026 hours). Therefore, ANAC 2014 consisted of two phases: aifyirad round
and a final round. The aim of the qualifying round is to deteerthe topl0 agents
that will compete in the final round. In total agents were submitted froh3 different
institutions in8 different countries. Before starting the qualifying royad submitted
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Fig. 3. Utility Spaces of Three ANAC 2014 Negotiation Scenarios

agents were tested and two of them were disqualified as theér did not run correctly.
Therefore, 19 agents were considered in the qualifyingdolihese agents were dis-
tributed to three groups (pools) randomly for the qualifyiound. It took two weeks to
complete three tournaments in which approximagety 7 agents negotiated with each
other. From each pool, the best three agents with respeatial svelfare and individual
utility were qualified for the final round. From one pool, weked the best four agents;
that maked 0 in total. It is worth mentioning that in ANAC 2014, the paitiants were
not allowed to update their agents after the qualifying thun

In order to complete such an extensive set of tournamentsnaé limited time
frame, we used five high-spec computers, made available bpyéanstitute of Tech-
nology and Tokyo University of Agriculture and Technolodgpan. Specifically, each
of these machines contained btel Core i7 CPU, at least 16GB of DDR3 memory,
and a hard drive with at least 2TB of capacity.

In the final round, we ran a single tournament for the qualifi@@gents. We con-
sidered the utilitarian social welfare criterion, the suieach agent’s individual utility.
The same negotiation scenarios were used in both qualifnnginal rounds. The sin-
gle tournament consisted @f) x 9 x 12 = 1080 negotiation sessions. Each agent
pair negotiated twice (i.e.,switching their roles) sinke tole of the negotiators might
change the negotiation outcome. Each negotiation sessismapeated five times.



3 ANAC 2014 Agents

In total 21 agents were submitted frob3 different institutions ir8 different countries.
Two of them were disqualified as their code does not run ctiyréemong 19 agents,
the best 10 agents with respect to social welfare and indalidtility were qualified for
the final. Table 2 lists the ANAC 2014 finalists. To prevent thanipulation, the par-
ticipants were not allowed to submit more than one agenttimMalsubmissions from
a single institution were allowed if only each agent woulddegeloped independently
by different team members.

Table 2. Finalists of ANAC 2014

Agent Name Affiliation Team Members
AgentM Nagoya Institute of Technology Makoto Niimi
AgentYK Shizuoka University Yoshiaki Kadono

Farhad Zafari
BraveCat University of Isfahan Faria Nassiri-Mofakham
Bar llan UanEI’SIty Eden Shalom Erez
DoNA Ariel University Inon Zuckerman
E2Agent Nagoya Institute of Technology Yuichi Enoki
Gangster IIIA-CSIC Barcelona Dave de Jonge

Balint Szollosi-Nagy
Marta Skarzynska

Group2Agent  Delft University of Technology David Festen
Tokyo University of Shinjir Kakimoto
kGAgent Agriculture and Technology Katsuhide Fujita
Sobut  University of Electro-Communications  Satoshi Takahashi
WhaleAgent  Nagoya Institute of Technology Motoki Sato

In the rest of this section, we provide, in alphabetical ordebrief description of
the individual strategies of the finalists based on the gieddescriptions by the teams.

AgentM [41] has a cooperative and compromising strategy consideregefotiation
time and the difference between the best and worst bid affeyethe opponent. The
bidding strategy is aim to improve the social welfare usiimguBated Annealing (SA)
considering the frequency of the opponent’s bids for easheisWhile generating its
bid, this agent considers its own best bid, the best bid efféy its opponent and the
most frequently asked bid by its opponent so far. The acoeptaf the opponent’s bid
is decided whether or not the utility of the opponent’s bichigher than the lowest
utility asked by the agent itself during the negotiation.

AgentYK [31] aims to generate bids increasing the social welfare by WBidglement
andPairBidElementso that they are more likely to be accepted by the opponent. A
cording to its bidding strategy, this agent evaluates totwkgent the given bid would be
preferred by the opponent as well as considering its owngmaapromises. Typically,



it evaluates the similarity of a given bid with the opponemitevious bids. This agent
tries to make bids that are more likely to be accepted by tim®oent by considering
the co-occurrences in the history of the negotiation. 1tl$® énclined to make more
compromised proposals at most three times through the ethe afegotiation session.

BraveCat [51] employs a hybrid bidding strategy called RBT strategy (Rndan, B:
Behavioral, Time dependent), which is a mixture of a randivategy, a time dependent
strategy, and a behavioral strateByaveCatuses a new distance based opponent model
to estimate the utility of a candidate bid to be sent to theooyt in each round of the
negotiation. Moreover, by using iterative deepening deaBcaveCatovercomes the
limitations imposed by the huge amount of memory neededdnetge domains.

DoNA [14] employs a domain-based approach using behavioral steatbgised on
solely two domain parameters: reservation value and digdaator. These two param-
eters are used to divide the class of all possible domaindifferent regions, in each
of which employs a predefined strategy relying on a behaliotaition. It considers
the state space of domains divided into a 3-by-3 grid of coatiin of values. DoNA
agent applies a cognitive model based on the analysis riegattte time allocated to
the negotiations and the concession stance for the givenvan value and discount
factor. It computes the minimum acceptable utility valua@ydom sampling of offers
where the distribution of opponent’s bids is estimated byamal distribution as fol-
lows: argmin = 1.2 x p + 2.4 x o (whereo is the standard deviation, andis the
average).

E2Agent is an extension ofAgent K[33], winner of the ANAC 2010 competition.
When creating a counter offégent Kcalculates a target utility/; based on the pre-
vious offers made by the opponent and the remaining negwtitime. Agent Kthen
makes random bids above the target utility. If there is nowitti the target utility, the
target utility is lowered slightly. The target utility/; at timet is calculated using the
following formula:

Ui =1-(1— Emax(t)) - t%, (2

where Enax(t) is the estimated maximum value the opponent will presenhén t
future based on the average and variance of previous bidsy &a parameter which
controls the concession spedt2Agentuses a sophisticated acceptance mechanism,
where it will use the average and variations of the previodsiblities presented by the
opponent in order to determine the best possible bid it cpe&xn the future. It will
either accept or reject the offer based on the probabildy tihe opponent will present
a better offer in the future. If it has already received amoffom the opponent with
the same ultility or higher, it will offer that bid instead. &waldition, it searches for bids
with Simulated Annealing to find the bids effectively sintdifficult for AgentKin the
non-linear domains.

Gangster [13] applies a Genetic Algorithm (GA) to explore a large-scald §pace
associated with nonlinear utilities. It calculates a targ#ity for the agent. It decides



whether to accept its opponent’s bid by comparing it withttirget utility. It applies a
global GA to get the samples of the agreement space and 4@ghe bids with the
highest utilities and it also applies a local GA similarliyproposes the best proposal
in the current round or any of the previous roun@angstergets some advantages of
employing a GA with Manhattan distance and the combinatfdoaal and global GAs.

Group2Agent [44] Group2Agentries to find bids with the high social welfare in the
complex domains. It uses the Greedy Coordinate Descent j@{@Drithm[49], which
can scale linearly with the number of issues and is shown &dfbetive, locating mean-
ingful middle ground between negotiating parties. It camdhe high average social
welfare of1.79, being only0.03 below the optimal social welfare solution and found
the optimal solution itself 3 out of 25 times. Furthermor€&®scales better than algo-
rithms such as SA used in other agents.

k-GAgent [32] applies theSPEA252], a method based on GA for multiple objective
optimization, to explore the Pareto Frontier effectivaly.estimate the opponent’s util-
ity function, the opponent’s bid is divided into small partsisidering the combinations
of issues, and it considers how many times of these parts®otapponent’s past bids.

Sobut employs a simple martingale bidding method used in the oadfrit wins the
previous game, it tries to choose the minimum bid utilityngsihe probability of win-
ning (P) in next game. If it loses, it tries to choose the default gdluthe next game.
In other words, the” and the utility of the minimum bid are decided according te th
following equations.

P = mazx(previous outcome, reserve value)

Utility of minimum bid = max(P,r)

It uses a random function to decideand the range of is specified a0, 0.5].

WhaleAgent [43] has two bidding strategies: Hard headed and Conceder. diogpr
to the hardheaded strategy, it offers a bid whose utilityé&ater thard.9 at the begin-
ning of negotiations. Through the end of the negotiatiodeitreases the threshold of
accepting its opponent’s bids. If the utility of the oppotienffer is greater than this
threshold, it accepts that bid. The threshold is equivaierihe value used in Hard-
headed strategy and Conceder strategy. The agent is id¢breccept any offer in the
end of the negotiation in order avoid to fail the negotiasiofio search the bid space
with nonlinear utility values, the agent employs a searddiaty that combines Simu-
lated Annealing and Hill Climbing. First, it explores bidfiese utility is greater than
the threshold by using the Hill Climbing strategy. When igat find such a bid, it uses
the Simulated Annealing using a random starting point.



Agent Name Mean Rank Mean Rank
(Individual) (Individual) (Social welfare) (Social)

E2Agent 0.60449771 1 1.467013776 1
GROUP2Agent | 0.569022057 2 1.309827507 2
kGA_gent 0.567855409 3 1.253293459 .
Sobut 0.514388859 4 1.25826658 3
ArisawaYaki 0.502270746 5 1.216825393 6
Simple ANAC2013 | 0.498502294 6 1.219932496 5

Fig. 4. Average scores of each agent in the qualifying round (pool1)

Agent Name

Mean

(Individual)

Rank

(Individual)

Mean

(Social welfare)

ERT
(Social)

Gangster 0.694014347 1 1.596774909 2
WhaleAgent | 0.682003332 2 1.606191324 1
AgentYK 0.659956126 3 1.59018266 3
Flinch 0.649326182 4 1.573767682 4
AgentQuest | 0.639303883 5 1.472990004 6
Simpaico 0.595949075 6 1.509024094 5

Fig. 5. Average scores of each agent in the qualifying round (pool2)

4 Results of ANAC 2014 Competition

Qualifying Round First, thequalifying roundwas played in order to select the finalists
from the 19 agents that were submitted by the participatiagis (2 agents were dis-
qualified from the trial tests) 19 agents was divided to thyeips (pools) randomly,
and the best three agents in social welfare and individuaiuh each pool proceeded
to the final round. Each tournament wasn’t repeated to pitoftié learning from the
previous tournaments.

In order to complete such an extensive set of tournamentsnaé limited time
frame, we used five high-spec computers, made available bpyanstitute of Tech-
nology and Tokyo University of Agriculture and Technolo8gpecifically, each of these
machines contained dntel Core i7CPU, at least 16GB of DDR3 memory, and a hard
drive with at least 2TB of capacity.

Fig.4 - 6 show the results of each agent in the qualifying tb{pooll, pool2, and
pool3). The finalists are selected from all pools by congidethe individual utilities
and social welfare. The individual utility means the averagutility of the individual



Agent Name Mean Rank Mean Rank
(Individual) (Individual) (Social welfare) (Social)

DoNA 0.668464329 1 1.285703724 2
AgentM 0.542950221 2 1.28268408 3
BraveCat v0.3 | 0.518940747 3 1.422961239 1
AgentTRP 0.484535552 4 1.119857699 5
Aster 0.479403688 5 1.112286696 6
AgentTD 0.464952079 6 1.168321409 4
Atlas 0.410946126 7 0.947732281 7

Fig. 6. Average scores of each agent in the qualifying round (pool3)

agent in the tournaments. The social welfare means thegwefahe sum of utilities
of two agents in the tournaments. As figures showing, the these or four agents
are selected by considering the individual utility and abuielfare. As a result&GA-
gent, E2Agent, GROUP2Agent, Sobatd selected as finalists from the podkgngster,
WhaleAgent, AgentYHre selected as finalists from poo2oNA, AgentM, BraveCat

individual utility or the social welfare.

Rank

Agent

Score

Variance

Agent M
DoNA
Gangster
WhaleAgent

E2Agent
kGAgent
AgentYK
BraveCat
Sobut

O©CoOo~NOOh,WNPE

[En
o

GROUP2Agen

0.75461823
0.74224503
0.74067488
0.71074025
0.70840140
0.70395500
0.67659511
0.66645094
0.66194034
0.62768470

B.12 x 10~ °
5).31 x 1076
(8.49 x 1076
%3.90 x 1075
4.38 x 107°
D 85 x 107°
15.02 x 1075
.38 x 1075
.84 x 107°

1.71 x 1075

Table 3. Tournament results in the final round (Individual Utility)

Final Round The final round consisted of 10 agents that were selectedtftrerqual-

ifying round. For each pair of agents, under each preferpnofile, we ran a total of
some negotiations. By averaging over all the scores (iddai utility and social wel-
fare) achieved by each agent (against all opponents and aBipreference profiles),



Rank Agent Score Variance
1 AgentM [1.6454121374.12 x 10~°
2 Gangster [1.6274519081.21 x 107>
3 E2Agent |1.6089361481.39 x 10~°
4 WhaleAgent [1.603199273.55 x 107°
5 AgentYK |1.5698771861.16 x 10~*
6 |GROUP2Agent1.561545988.46 x 105
7 BraveCat [1.545384774.11 x 107°
8 DoNA  |1.473686528.89 x 107°
9 Sobut 1.4699723381.12 x 10~
10 kGAgent |1.4631685481.32 x 1074

Table 4. Tournament results in the final round (Social Welfare)

the final ranking were decided. Formally, the average stef) of agent in scenario
2 is given by:

Zp’eP,p;&p’ UQ(pvp/) + U()(p/vp)

2 (P~ 1) .

Uo(p) =

whereP is the set of players andy,(p, p’) is the utility achieved by player against
playerp’ when playerp is playing sideA of (2 and playen’ is under the sideB of
2. For the final round, we matched each pair of finalist agemdeteach preference
profile, for a total of5 times.

It is notable thatAgentMwas the clear winner of both categories (see Table 3 and
4). However, the differences in utilities between many efittinked strategies are small,
so the ranking of several of the agents was decided by a sraadjim Finally, the first
places in the individual utility and social welfare categerwere awarded tdgentM
The second place in the individual category was awarddaiofdA The second place
in the social welfare was awarded awardengster

In more detail, we can discuss the relationships betweesuitial welfare and other
measures. As figure and showing, the percentage of agregamahthe pareto distance
are important features of obtaining the high social welf&specially, the correlation
coefficient of the percentage of agreements is abbduand, the average of pareto dis-
tance is about-1.0. In other words, the effective strategy of obtaining thdalogelfare
is that finding the pareto frontiers with the high percentaigggreements.

5 In Depth Evaluation of ANAC 2014 Agents

After the competition, a detailed analysis of best perfagrfive ANAC 2014 agents,
namelyAgent M DoNA, GangsterWhaleAgentandE2Agenthas been carried out. We
first explain our experimental setup, then present thetgsafter which we analyze the
negotiation results with respect to several charactesisii the negotiation scenarios.
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5.1 Experimental Setup

For the in depth evaluation of ANAC 2014 agents, a varietyagfatiation scenarios was
generated. For the generation of these negotiation scsnaré consider the following
factors:

— The number of issues.
— The number of constraintsq).
— The constraint-issue distribution’);

Each distributionr assigns a predefined number of isslies] to each constraint.
For exampler(c;) denotes the number of issues involved in constrajntvherek €
[1, m]. Our scenario generator supports three types of distobsti

1. Uniform distribution:w(cx) = p, Vk,p € [1,n]. All constraints have the same
cardinality.

2. Power-law distributionr (¢ ) is scale-free in terms df, k € [1, m]. In other words,
few constraints are dense (involve most of the issues) widst of the other con-
straints have only fewer issues.

3. Random distributionr(c;, ) is randomly chosen frori, n], for all k.

In our experiments, an agei% preference profile is therefore generated randomly
based on a tuplén, m, ;). The idea behind the constraint-issue distribution is teeha
a generative model allowing us to specify the complexityaxfteprofile. For instance,
two negotiating agentsand2 will respectively have two utility spacés, m1,7;) and
(n,ma, m2). The complexities ofr; andn, are reflected through their entropiEgr; )
andH (m2) [24].

When generating the scenarios, we attempted to diversifatient profiles along
the following lines. First, we assume that an agent’s ytsipace is built using three
types of basic parametric constraints. As shown in figure@distinguish linear (hy-
perplane), bell-shaped and conic-shaped utility functi@4]. Secondly, it is possible
to adjust the complexity of any given utility space by spgci§ the constraint-issue
connectivity using ther distribution. Such connectivity affects the computatiartan-
plexity required to optimise over any given utility spac8&]J2Utility spaces with ran-
domised sets in particular, render the search for optinua vore difficult.



It is important to note that the used scenarios do not acdoutiie level of com-
petitiveness or collaboration between two agents. In @aei, we did not differentiate
between the cases where the constraints are disjoint sett#has giving rise to a zero-
sum game, and the cases where the constraints are nestel yigids a collaborative
behaviour. Instead, we used generic randomised sets, witflorces complexity and
is useful for any temporal (not utilitarian) assessmenhefdgents performances.

For our experimentd,08 different negotiation scenarios were generated by taking
the number of issuesto be in{2, 10, 50}, the number of constraints in {1, 10, 50, 100},
and the constraint-issue distributions are drawn f{d®andom, Uni form, Power —
law}. Note that9 different combinations exist for constraint-issue disition in bi-
lateral negotiations (e.g. Random vs. Random, Random vifoldmand so forth). As
a result,3 different number of issues # different number of constraints% different
combinations of constraint-issue distributions in bitatenegotiation makes$08 dif-
ferent negotiation scenarios. The deadline for each natimi was set to 3 minutes,
as it was in the competition. We picked the five best agents fINAC 2014, each
agent negotiates with the other agents and plays in botls §ide 4 x 2 = 40 nego-
tiations). Each negotiation is repeated 5 times and we hd¥@egotiation scenarios,
which make21600 negotiation runs in total.

5.2 Experiment Results

We evaluated the performance of the agents according totlogvfng criteria:

— The average utility gained by the agent (i.e., individudityj.

— The average distance to the closest Pareto outcome.

— The average distance to Nash outcome.

— The average utilitarian social welfare (i.e., sum of allragéutilities).

Table 5 shows the performance of each agent with respecttoafarementioned
criterion over21600 negotiations. According to these resul&angsteroutperforms
other agents in terms of the individual utility gained by #gents on average. The
performance ofAgent Mis close toGangster(0.511 vs 0.543). As far as optimality
of a negotiation outcome is concerned, it is desired to reachements on the Pareto
Frontier and/or to reach a Nash solution. Therefore, it sirdd to find agreements
whose distance to Pareto outcome and/or Nash outcome issfisasmpossible. Table 5
shows thathgent Mperforms best according to these criteria followed/MigaleAgent
andGangster With respect to the average utilitarian social welfare,glerformance of
Agent MandGansteris almost the same and they outperform other agents.

It is worth mentioning thaDoNA, that was ranked in second place in ANAC 2014
(see Section 4), is outperformed by all agents in this erpamtal setup. This incon-
sistency can be explained by the fact that the performanee afgent highly depends
on its opponents. In the final round of ANAC 20T3oNA negotiates against nine dif-
ferent agents while it negotiates against the best fourtagamong those agents in
this analysis. Furthermore, the negotiation scenariod irs¢his section are different
than the scenarios used in the final round of ANAC 2014. Thearty influences the
performance of the agents.



Performance Criterion |E2Agent |DoNA |AgentM|Gangster |WhaleAgent

Average Individual Utility: 0.478 | 0.353| 0.511 | 0.543 0.490
Average Pareto Distance: 0.180 | 0.349| 0.112 | 0.117 0.117
Average Nash Distance: 0.252 | 0.434| 0.163 | 0.180 0.182
Average Utilitarian Social Welfare: 0.936 | 0.652| 1.056 | 1.057 1.046

Table 5. Overall Performance of Best Five ANAC 2014 Agents o2&600 Negotiations

In the following sections, we investigate the effect of damsize, constraint size
and constraint-issue distribution on the performance ed¢tagents.

5.3 Effect of Domain Size

Table 6 shows the negotiation results by grouping the natjotis according to their
domain size (number of issues). Considering the averageiduoel utility gained by
the agents, it can be seen tlizdngsteragent is the best performer. According to this
performance criterion, the performanceWwhaleAgenandAgent Mis similar to each
other and they perform better th&2AgentandDoNA It can be seen that the perfor-
mance ofDoNAdrops drastically when the outcome space becomes incrense?,
based o150 issues withl 0 possible values. In general, the performance of all agents r
duces when we increase the domain siz&0®. In the table, domain size is indicated
by the number of issues, as the number of possible valuesg@e is alwayd0. So
domain size indication 2 actually meat®, and indicationl 0 stands forl01°.

In terms of utilitarian social welfare, Gangster is the wanin the negotiations
where the domain size & or 10; however, when the domain sizei8, WhaleAgent
gains higher social welfare on average. According to thalt®showing the average
distance to Nash outcome, we can say thgént Mand WhaleAgenperform better
thanGangsteragent. That isGangsteragent achieves higher utility for himself while
Agent MandWhaleAgentonsider other agents’ utility and act more collaboragivel
in their negotiation so that that negotiation outcomes senbe more fair. As far as
the results regarding to the average Pareto distance asaeoed, the performance of
Gangsteragent drops when the outcome space becomes MigaleAgenperforms
better than Gangster agent when the domain size.is

5.4 Effect of Constraint Size

In this section, we study whether the number of constram#sgiven negotiation sce-
nario has any effect on the performance of the agents. Tablows the negotiation
results by grouping them according to the number of condan the underlying ne-
gotiation scenarios. According to the average individtifityigained by the agents, the
winner isGangsteragent, irrespective of the constraint size.

When the number of constraints is extremely low or high, gi€bangsteragent
seems a promising approach in terms of the average distanem®utcome. However,
when the number of constraints i or 50, then Agent Mand WhaleAgenperform
better. This is also valid for utilitarian social welfaréwe investigate the performance



Performance Criterion Domain SizgE2Agent |[DoNA |AgentM |Gangster |WhaleAgent
2 0.492 | 0.366| 0.557 | 0.572 0.492
Average Individual Utility: 10 0.503 | 0.431| 0.512 | 0.582 0.509
50 0.439 | 0.261| 0.463 | 0.475 0.469
2 0.214 | 0.384| 0.091 | 0.084 0.117
Average Pareto Distance: 10 0.127 | 0.217| 0.087 | 0.088 0.088
50 0.198 | 0.445| 0.158 | 0.177 0.145
2 0.329 | 0.516| 0.171 | 0.188 0.228
Average Nash Distance: 10 0.210 | 0.322| 0.147 | 0.163 0.158
50 0.217 | 0.465| 0.172 | 0.190 0.159
2 0.938 | 0.652| 1.136 | 1.142 1.088
Average Utilitarian Social Welfare: 10 0.993 | 0.803| 1.093 | 1.104 1.083
50 0.879 | 0.501| 0.941 | 0.926 0.968

Table 6. Overall Performance of Best Five ANAC 2014 Agents wrt Vagyidomain Size

Performance Criterion Constraint Size E2Agent | DoNA |AgentM|Gangster |WhaleAgent
1 0.474 | 0.188| 0.466 | 0.537 0.459
10 0.496 | 0.397| 0.553 | 0.556 0.521
Average Individual Utility: 50 0.480 | 0.417| 0.531 | 0.558 0.510
100 0.462 | 0.409| 0.493 | 0.522 0.469
1 0.199 | 0.513| 0.144 | 0.120 0.151
10 0.196 | 0.370| 0.125 | 0.166 0.124
Average Pareto Distance: 50 0.173 | 0.275| 0.089 | 0.092 0.088
100 0.150 | 0.237| 0.091 | 0.089 0.103
1 0.307 | 0.673| 0.213 | 0.210 0.244
10 0.285 | 0.454| 0.189 | 0.240 0.198
Average Nash Distance: 50 0.225 | 0.331] 0.132 | 0.140 0.141
100 0.191 | 0.278| 0.120 | 0.130 0.143
1 0.875 | 0.330| 1.006 | 1.052 0.986
10 1.001 | 0.728| 1.125| 1.072 1.121
Average Ultilitarian Social Welfare: 50 0.955 | 0.779| 1.088 | 1.087 1.083
100 0.915 | 0.771| 1.007 | 1.018 0.995

Table 7. Overall Performance of Best Five ANAC 2014 Agents w.r.t.WMag Constraint Size



of the agents with respect to the average distance to the $¢distion, Agent Mis the
best choice except for the extreme case in which a negatiatienario consists of only
a single constraint.

5.5 Effect of Constraint-Issue Distribution

In this section, we study the effect of the complexity of nigton scenarios on the per-
formance of the agents. Complexity is defined in terms of thieo@y of each constraint-
issue distribution. The higher the entropy, the more compie distribution is. The
complexity of the negotiation scenarios are as follali$,n; form) > H (Trandom) >
H(mp).

This presupposes that entropy correlates with the bumgifeke utility space and
the computational time needed to explore it [23]. Table 8shilve negotiation results
grouped by their constraint-issue distribution. Basedh&sé results, we can say that
Agent Mis good at complex domains. According to all evaluatiorecid, Agent Mis
the winner when the scenarios are generated with normailhdison. For relatively
less complex negotiation scenarios generated by randdribditon, Gangsteragent is
the best choice.

We note that having more constraints implies more margitiétyu( >, , w(cy))
but not necessary better agreement zones. In this senseposgaint provides low
utility when it is isolated in the overall utility space. Mzover, having many large con-
straints give better utility for the agents since such largestraints give more accept-
able agreements.

Performance Criterion Constraint-Issug E2Agent [DoNA |AgentM |Gangster [WhaleAgent
Distribution
Uniform 0.509 | 0.264| 0.570 | 0.565 0.531
Average Individual Utility: Power-Law 0.602 | 0.488| 0.654 | 0.727 0.633
Random 0.372 | 0.330| 0.403 | 0.436 0.376
Uniform 0.229 | 0.561| 0.137 | 0.159 0.181
Average Pareto Distance: Power-Law 0.205 | 0.336| 0.123 | 0.139 0.137
Random 0.123 | 0.190| 0.082 | 0.068 0.080
Uniform 0.260 | 0.606| 0.159 | 0.186 0.208
Average Nash Distance: Power-Law 0.255 | 0.407| 0.164 | 0.185 0.189
Random 0.187 | 0.255| 0.121 | 0.115 0.131
Uniform 1.014 | 0.510( 1.152 | 1.119 1.083
Average Utilitarian Social Welfare: Power-Law 1.188 | 0.927| 1.368 | 1.379 1.345
Random 0.738 | 0.614| 0.817 | 0.845 0.817

Table 8.Overall Performance of Best Five ANAC 2014 Agents wrt Caaistrissue Distribution

DoNAagent gets the lowest average individual utility and atilan social welfare.
Similarly, its performance is dropping as the complexitytted negotiation domain in
terms of distributions type is increasing from power-lawa&ods uniform DoNA gets
better utility on average for power-law, but less for randamd lesser for uniform.



This decreasing performance is due to the increasing cotpénd the usage of a
behavioral strategy that only focuses on satisfiabilitgt@ad of optimality) with respect
to the discount factor and the reservation value. The irsingacomplexity reduces the
marginal utility and renders any satisfactory parametkrevas performing well enough
for the agent.

Agents adopt different metaheuristics when sampling thdity spaces (Simulated
Annealing, Genetic Algorithms, Heuristic Search, etco)uiiderstand the effect of do-
main complexity on the agents, we should understand theeatthe used metaheuris-
tics and how they perform given different distribution.(Depending on the domain,
such metaheuristics can be for instance randomized or ludtalgor local, use the op-
ponent bids or not, etc. When comparing the agents’ perfoces it is important to
classify the agents based on their metaheuristics. Farinst metaheuristics that rely
on randomization (Simulated Annealing, Genetic Algorithmork well when there is
no prior knowledge of the constraints shapes and connggctivi

The complexity of the utility spaces affects the explonatime. For example, if the
agent is sampling a power-law distribution, he can find thiéénegd bids quicker than
if the utility space was distributed according to a uniforistidbution. An agent with
a power-law distribution and a sampling metaheuristic waks well with power-law
topologies will quickly know what his best bids are. He cansequently focus more on
his acceptance/concession strategies. An agent with aletgistribution will have
to search the utility space and propose at the same time.

6 Conclusion

In this paper, we describe the fifth international automaegbtiating agents compe-
tition. The main challenge in ANAC 2014 is to design inteflig negotiating agents
that can explore a large-scale outcome space effectivelgntime constraints. In this
competition, we used negotiation scenarios using nonlintéty functions and agents
were not allowed to access the structure of their utilityction. Therefore, they need
to use advance search techniques such as Simulated Anrididil€limber, Genetic
Algorithms and so on.

Following the competition, we conducted additional exmpents in order to ana-
lyze the performance of the best performing five agents etably. To achieve this, we
generated 108 different nonlinear negotiation scenagistematically and ran 21600
negotiations to evaluate the agents with respect to a nuaflperformance criteria. We
consider the average individual utility gained by the agetite utilitarian social wel-
fare, the average distance to Pareto and Nash solution.eSuits showed thabang-
steragent outperforms other agents regarding to the individtilély and social welfare
while Agent Mis better off regarding to other metrics. Furthermore, weligd the ef-
fect of domain size, constraint size and issue-constrasiriloution on the performance
of the agents. An interesting result is tihedent Mgains higher individual utility than
Gangsteragent in complex negotiation scenarios generated wittoumifdistribution
while Gangster agent is better off for other type of scersario

In conclusion, we believe that ANAC facilitates the resbarcautomated negoti-
ation. The joint discussions with the participating tearagegus great insights for the



future competitions. There is a great interests in mudtilat negotiation and human-
agent negotiation. As a future work, we are going to orgaairsultiparty negotiation

competition in which the negotiating agents have more tmenopponents. In addition,
it is also interesting to investigate human-agent negotialthough its experimental
set up might be costly(i.e. we need human negotiators tahesperformance of the
agents).
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