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Abstract

Modern analytical database systems process vast quantities of data, a significant
portion of which is composed of strings. While general-purpose compressors like
Zstandard achieve high compression ratios, their block-based nature impedes
the fast random access required for efficient query processing. Conversely,
lightweight schemes like the Fast Static Symbol Table (FSST) offer excellent
random-access speed but fail to exploit longer-range redundancies, such as the

shared prefixes common in URLs, file paths, and other structured identifiers.

This thesis introduces FSST+, an enhanced string compression system that
extends the FSST algorithm to effectively compress prefix-heavy datasets while
preserving its fast random-access capabilities. The core of our contribution is a
novel compression layout that eliminates prefix redundancy by storing common
prefixes only once per data block. Unique suffixes then reference these shared
prefixes using lightweight offsets, enabling the direct and efficient decompression
of any individual string without scanning neighboring data. To identify optimal
prefixes, we developed and evaluated two strategies. Our most effective method
employs a dynamic programming algorithm that operates on small, cache-
friendly blocks of strings. By first sorting strings in runs of 128 elements, the
algorithm finds an optimal partitioning into ”similarity chunks” that maximizes
the compression gains from prefix sharing. This approach is guided by a
precise cost model and, by being constrained to fixed-size runs, maintains a
practical linear-time complexity across the entire dataset. Our comprehensive
evaluation on real-world analytical benchmarks demonstrates the efficacy of
FSST+. On prefix-rich columns, FSST+ improves the compression ratio by
an average of 70% compared to standard FSST. The most significant results
were achieved by applying FSST+ to dictionary-compressed data. A DICT
FSST+ implementation, particularly when combined with lexicographically
sorting the dictionary, consistently achieved compression ratios superior to
Zstandard on the tested datasets. This result is notable, as FSST+ provides a
higher compression density than leading block-based methods while retaining
the crucial advantage of fast random access, positioning it as a powerful and

practical addition to the compression toolkit for modern analytical systems.
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Introduction

Recent research in cloud analytics and benchmarking [17; [19] has shown that a significant
portion (around 50%) of tabular data in modern analytical systems is composed of strings.

In light of these findings, there is a clear need for advanced string compression techniques
that not only achieve high compression ratios but also support fast random access, allowing
individual strings to be decompressed directly without requiring the processing of entire
blocks.

Textual data often lacks a rigid structure; it can consist of a wide range of byte values
and exhibit significant variations in length. However, among commonly stored string
columns, patterns can be found. One particular pattern that can be observed in many
dataset columns is the presence of URLs. In fact, according to a recent study analyzing
various CSVs on GitHub, URLs appear [14] in the top 10 most common types of data
stored. In the data stored by URL columns, there is often a shared prefix followed by
changing suffixes. For example, a set of URLs might appear as:
https://www.reddit.com/r/technology
https://www.reddit.com/r/dataengineering

https://www.reddit.com/r/pics

The redundant storage of the common prefix, https://www.reddit.com/r/, represents
a clear opportunity for more effective compression. However, existing random-access
compressors, such as the Fast Static Symbol Table (FSST) algorithm, are highly optimized
for decompressing individual strings based on substring-level symbol substitution but do
not inherently exploit these longer-range prefix redundancies that span across multiple

strings.



1. INTRODUCTION

This observation forms the central motivation for this thesis: to develop an enhanced

compression system that extends the FSST algorithm to specifically target these shared

prefixes. We introduce FSST+-, a novel approach designed to eliminate prefix redundancy

by storing common prefixes only once for a group of strings, thereby improving compression

ratios while rigorously preserving the fast random-access capabilities critical for analytical

database performance. This endeavor leads us to the following research questions:

RQ1:

RQ2:

RQ3:

RQ4:

1.1

To what extent do common prefixes occur in the string columns of the ClickBench|6],
NextiaJD[8], CyclicJoinBench|12], and Public BI Benchmark datasets [11], and how

can the potential for prefix-based compression be quantified?

How can a random-access string compression scheme like FSST be extended to
efficiently compress shared prefixes, and what data structures are required to
support this functionality without sacrificing its core benefits of fast, individual

string decompression?

What algorithmic approaches can effectively and efficiently identify optimal prefixes

within a corpus to maximize the compression ratio?

How does the proposed FSST+ scheme compare against established baseline com-
pressors (FSST, Dictionary Encoding) and leading block-based compressors (Zstan-
dard, LZ4) in terms of compression ratio and compression speed on representative

analytical workloads?

Contributions

Our main contributions are as follows:

e Empirical Analysis of Prefix Prevalence: We conducted a comprehensive

empirical analysis of string columns derived from widely-used analytical benchmarks,
specifically ClickBench [6], NextiaJD [8], CyclicJoinBench|12], and the Public BI
Benchmark [11]. This detailed study quantifies the prevalence and characteristics of
shared prefixes within real-world tabular datasets, identifying specific patterns (such as
URLSs and common text fragments) where prefix-based compression offers substantial
opportunities for storage reduction. This analysis serves as the foundational empirical

justification for the development of our proposed system.
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e FSST+ Design and Optimal Prefix Identification: We introduce a novel
random-access storage format designed to eliminate prefix redundancy by storing
common prefixes only once for a group of strings. This design employs ”jump-back”
offsets, allowing suffixes to efficiently reference their corresponding prefixes, thereby
significantly reducing storage requirements for prefix-heavy string datasets while
rigorously preserving fast, individual string retrieval. Alongside this format, we
developed and implemented a dynamic programming-based algorithm that optimally
identifies and matches the most advantageous prefixes to their corresponding suffixes,

thereby maximizing the overall compression ratio.

e« Comprehensive Compression Performance Evaluation: We conduct an ex-
tensive compression performance evaluation of the proposed FSST+ scheme against
a diverse set of established baseline and state-of-the-art compression algorithms.
This evaluation quantifies FSST+’s effectiveness across various real-world analytical
workloads, assessing its compression ratios and compression speeds in comparison
to Fast Static Symbol Table (FSST), Dictionary Encoding, Zstandard, and LZ4.
Our analysis demonstrates the specific scenarios where FSST+ provides substantial
gains in storage efficiency while maintaining its core advantage of fast random access,

critically evaluating its trade-offs in practical application.

« DICT FSST+ Hybrid Compression: We introduce and thoroughly evaluate
DICT FSST+, a novel hybrid compression scheme that combines the benefits of
traditional Dictionary Encoding with the FSST+ algorithm. We demonstrate that
by leveraging the inherent flexibility of dictionary order, lexicographically sorting
dictionary entries before compression significantly enhances the efficacy of our prefix-
sharing approach, establishing a practical upper bound on its compression potential.
Our comprehensive evaluations demonstrate that on prefix-rich data, DICT FSST+
not only significantly outperforms standard DICT FSST but can also surpass the
compression ratios of leading block-based compressors, such as Zstandard, while

preserving the crucial attribute of random access.

1.2 Outline

The remainder of this thesis is structured to systematically address our research questions.
Chapter [2| provides the necessary context by reviewing fundamental and state-of-the-

art string compression techniques. We begin with an overview of Dictionary Encoding
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and the Fast Static Symbol Table (FSST) algorithm, which form the foundation of our
work. We then examine general-purpose block-based compressors, such as Zstandard and
LZ4, highlighting their strengths and limitations in terms of random access. The chapter
concludes by surveying related academic research in specialized Dictionary Encoding and
order-preserving schemes, establishing the landscape into which FSST+ is introduced.

Chapter [3]introduces the core technical contribution of this work: the FSST+ compression
layout. We detail the design of this novel storage format, explaining its batch-based design,
the structure of its global and block-level headers, and the mechanism for separating shared
prefixes from unique suffixes. This chapter illustrates how the design eliminates prefix
redundancy while preserving the fast, individual string random access that is critical for
analytical database systems.

Chapter [4] details our benchmarking methodology. We describe the selected real-world
datasets, including ClickBench, NextiaJD, CyclicJoinBench, and the Public BI Benchmark,
chosen for their representative string-heavy workloads. We also explain the process of
creating de-duplicated and sorted de-duplicated variants of these datasets to rigorously
evaluate the effectiveness of prefix-sharing separately from simple duplicate elimination.

Chapter [5| presents our primary algorithm for identifying optimal prefixes. We introduce
the concept of ”Similarity Chunks” and detail the dynamic programming solution used
to find the most efficient partitioning of strings within a block. This chapter presents a
formal definition of the algorithm and analyzes its linear-time complexity, demonstrating its
optimality within block constraints. We provide a comprehensive evaluation of compression
performance, including experimental results on parameter tuning; different blocksizes; and
recursive applications of FSST and comparing it to FSST+ performance.

Chapter [6] explores an alternative heuristic-based approach. We describe a hash-grouping
algorithm that uses hashing and a recursive splitting strategy to group strings with common
prefixes without a preliminary sorting step. We analyze its implementation and present
results that compare its efficacy in terms of compression ratio and speed against the
dynamic programming solution.

Chapter [7] discusses the broader implications of our findings and outlines promising
directions for future research, which include potential improvements to the dynamic
programming algorithm, such as advanced Range Minimum Query optimizations, the
potential for parallel execution, and a deeper analysis of decompression performance.

Finally, Chapter [8] concludes the thesis by summarizing our contributions and revisiting

the research questions. We synthesize the results to provide a definitive answer on the
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effectiveness of FSST+ as a high-performance, random-access string compression technique

for modern analytical workloads.






Background and Related Work

To contextualize the contributions of this thesis, this chapter provides an overview of the
relevant string compression techniques that form the foundation of our work. We begin
by examining two fundamental approaches prevalent in analytical databases: Dictionary
Encoding and the Fast Static Symbol Table (FSST) algorithm. Dictionary Encoding serves
as a crucial baseline, representing the industry standard for handling low-cardinality string
columns.

A detailed exposition of FSST is then presented, as its design principles for fast, random-
access decompression directly inspire our proposed extensions. Finally, we situate these
methods within the broader landscape by considering general-purpose block compressors,
such as Zstandard and LZ4. While these algorithms often yield higher compression ratios,
their block-oriented nature presents inherent limitations for workloads that require the
rapid retrieval of individual data entries.

By analyzing the respective strengths and weaknesses of these established methods, we
identify the specific opportunity that our research addresses: the efficient compression of
shared prefixes in string data. This common pattern remains underexploited by existing

random-access schemes.

2.1 Dictionary Encoding

Dictionary Encoding represents a fundamental approach to reducing storage requirements
for columns containing repeated values. The technique works by identifying all unique
values within a column, storing them once in a separate dictionary structure, and replacing

the original data with integer codes that reference entries in this dictionary [1].
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This approach proves particularly effective for unique value columns, such as categorical
data, status codes, or product categories. For example, a column containing millions of
rows with only hundreds of distinct values can achieve substantial compression ratios. The
storage savings come from two sources: elimination of duplicate string storage and the
compact representation of integer codes compared to variable-length strings. One way to
make these integer codes compact is by bit-packing them. Bit-packing is a technique that
stores values using only the minimum number of bits needed, reducing space by avoiding
fixed-size representations. If we take U = number of unique values, then the minimum
number of bits required to store a code is given by [logy U|. These codes are then tightly
packed into a byte stream, potentially crossing byte boundaries to avoid padding and
maximize space efficiency.

Dictionary Encoding also provides significant query performance benefits beyond stor-
age reduction. Integer comparisons and operations are substantially faster than string
operations, enabling more efficient filtering, grouping, and join operations. Additionally,
dictionary-compressed columns can leverage specialized algorithms designed for integer
data, such as bit-packing techniques that further reduce storage requirements.

However, Dictionary Encoding introduces certain trade-offs. The approach requires
maintaining the dictionary structure alongside the compressed data, which adds overhead
for columns with low repetition rates. Additionally, operations that require access to the
original string values must perform dictionary lookups, which can potentially introduce com-
putational overhead. The effectiveness of Dictionary Encoding decreases as the number of
unique values approaches the total number of rows, eventually becoming counterproductive
when storage overhead exceeds compression benefits.

The technique integrates naturally with columnar storage systems common in analytical
databases, where entire columns can be dictionary-compressed independently. Modern
implementations often employ adaptive strategies that automatically determine whether
Dictionary Encoding is beneficial for specific columns based on sample compression for

cost estimation.

2.2 FSST

Fast Static Symbol Table (FSST) [|4] is a lightweight string compression scheme designed
for fast random access. Unlike traditional compression methods that operate on large
blocks, FSST is optimized for compressing individual strings, making it particularly suited

for database applications where random access to string data is crucial.
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2.2.1 Core Concepts

The core idea behind FSST is to replace frequently occurring substrings (called ”symbols”)
with shorter, single-byte codes. These symbols have a length between 1 and 8 bytes and are
aligned on byte boundaries (not bit boundaries), which simplifies processing and improves
speed. A key feature of FSST is its use of a static symbol table. This table, which maps
symbols to codes, is constructed once and remains immutable during both compression and

decompression. Here follows an example of how strings would be compressed by FSST:

corpus corpus

(uncompressed) symbol table  (compressed)
http://in.tum.de 0[http:// | [7] 063
http://cwi.nl 1 www. 4 07
www.uni-jena.de 2 |uni-jenal |8 123
www.wikipedia.org 3| .de 3 1854
http://www.vldb.org 41.org 4 0194
5la 1

6 [in.tum 6

7 |cwi.nl 6

8 |wikipedi| |8

9 [vldb 4

255

symbol length

Figure 2.1: FSST Compression Visualization

2.2.1.1 Symbol Length and Encoding

FSST processes data in whole bytes. Each symbol is replaced by a 1-byte code, allowing
for a maximum of 2% = 256 distinct symbols (0 to 255, with symbol 255 being always
reserved as an escape symbol) to handle bytes for which no symbol is found. This byte-level

processing contributes to the algorithm’s efficiency.

2.2.1.2 Static Symbol Table

The static nature of the symbol table is crucial for FSST’s random access capability.
Unlike methods like LZ4 [2], which maintain a mutable state during compression and
decompression, FSST’s fixed table allows any compressed string to be decompressed
independently, without requiring the processing of preceding data. This contrasts sharply
with block-based compression schemes, which require decompressing an entire block to

access a single string.
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2.2.2 Symbol Table Construction

The efficacy of FSST is fundamentally dependent on the quality of its static symbol table,
which must be tailored to the patterns of the specific data it is intended to compress.
The construction of this table is a greedy, iterative process that approximates a more
computationally intensive optimal solution. This process operates not on the entire dataset,
but on a representative, stratified sample of the data to ensure that the resulting symbol
table generalizes well while keeping the construction phase computationally tractable.

The construction algorithm can be conceptualized as an evolutionary process unfolding
over several generations. It begins with an initial set of symbols corresponding to the 256
possible single-byte values. In each subsequent iteration, or ”"generation”, the algorithm
seeks to improve the symbol table by creating longer, more valuable symbols. First, the
current data sample is encoded using the symbol table from the previous generation. The
algorithm then analyzes this encoded output to determine the frequency of all adjacent two-
symbol pairs. For each observed pair, a potential new, concatenated symbol is considered.
The "value” of such a new symbol is calculated as the product of its length and its frequency
of occurrence. This metric prioritizes symbols that are not only frequent but also offer
significant length savings.

The symbol table for the next generation is then assembled by selecting the most valuable
symbols. This selection includes the highest-value symbols from the existing generation,
supplemented by the most valuable new symbols formed from concatenation. This ensures
that effective symbols are retained while new, even more effective ones are introduced.
The total number of symbols is constrained to 255, as one code is reserved for the escape
mechanism. This iterative refinement process is repeated for five generations, by which
point the symbol table typically reaches high quality. This construction method bears
resemblance to the RePair algorithm [16], which also recursively replaces frequent pairs.
However, while RePair replaces the single most frequent pair globally in each step, FSST
evaluates all adjacent symbol pairs in the sample and generates a new symbol set in parallel
during each iteration, making its construction process significantly faster.

On a side note, FSST also provides an option to generate 0O-terminated strings for
compatibility with C-style strings. In this mode, code 0 encodes the null byte ('\0'). This
reduces the number of available codes to 254, slightly impacting the compression ratio, but

enhancing interoperability.

10
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2.2.3 Compression

Once the static symbol table is constructed, the compression process must rapidly identify
the longest matching symbol at any given position in the input string. A naive search would
be far too slow for a high-performance compressor. FSST achieves its high compression
throughput by employing an optimized, branchless lookup strategy built upon two key
data structures: a lossy perfect hash table for symbols of length three or more, and a
comprehensive 2D array for shorter symbols.

The primary lookup mechanism is a lossy perfect hash table, which we will refer to as
hashTab[]. The key for this table is derived from the first three bytes of the input string
using a single multiplicative hash function. The term "lossy perfect” is critical: during
table construction, if two different symbols hash to the same bucket, one of them (the one
with lower gain) is discarded. This ensures that at runtime, each bucket in the hash table
contains at most one symbol candidate, thereby eliminating the need for collision resolution
schemes such as chaining or probing. This design guarantees that a lookup requires only a
single memory access to fetch a candidate symbol.

The secondary structure, shortCodes[] [], is an array of 256 x 256 = 65536, indexed
by the first two bytes of the input. It is populated first with all 2-byte symbols from the
symbol table. Afterwards, any remaining empty slot shortCodes [A] [B] is filled with the
code for the 1-byte symbol ‘A Consequently, a lookup in this array using the next two
bytes of input will always yield the code for the longest matching symbol of length one or
two.

The compression kernel, detailed in Algorithm 4 of the original paper [4], integrates these
two structures into a single, branch-free operation. For a given input position, the algorithm
performs two lookups in parallel. It uses the first three bytes to probe the hashTab[],
retrieving a single candidate symbol for a potential long match. Simultaneously, it uses
the first two bytes to find the guaranteed 1-or-2-byte match from the shortCodes[] []
array. The algorithm then performs a single comparison to validate the candidate from
hashTab[] against the input string. A conditional move instruction, which maps efficiently
to modern CPU architectures and SIMD (Single Instruction Multiple Data) instruction
sets, is then used to select the final code. If the hashTab[] lookup yielded a valid match,
its code is chosen; otherwise, the code from the shortCodes[] [] array is used. This design
avoids loops and branches, enabling high compression speeds. If no symbol of length one
or greater is found (which can only happen if a byte was not in the training sample and

was not included as a default 1-byte symbol), the escape mechanism is used.
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2.2.4 Decompression

FSST decompression is remarkably simple and fast due to the static nature of the symbol
table. The core operation is a direct index lookup of the 1-byte code in the symbol table
to retrieve the corresponding symbol.

This C++ code uses two arrays, sym (containing 8-byte representations of symbols) and
len (containing their lengths). It then uses each code to do a symbol lookup and writes
the symbol to the output.

To handle bytes not present in the symbol table, FSST uses code 255 as an escape marker.
When encountered, the next byte in the input is copied directly to the output. This enables
the compression of unseen data and allows for the construction of a symbol table from a
sample. Algorithm shows the C++ implementation, including escape handling.

1void decode(uint8_t*& in, uint8_t*& out, uint64_t sym[255], uint8_t len[255]) {

V]

uint8_t code = *in++;

3 if (code !'= 255) {

1 *((uint64_t*)out) = sym[code];
5 out += lenl[codel;

6 } else { // escape code

7 kout++ = *xin++;

Listing 2.1: FSST Decompression with Escaping (from original paper)

2.2.5 Summary

In summary, FSST presents a compelling trade-off between compression speed and ratio,
specifically optimized for workloads requiring fast random access to individual strings. Its
key strengths are the static, pre-computed symbol table and the efficient lookup-based
decompression mechanism. These features enable the decoding of any single compressed

string without requiring the processing of its neighbors.

2.3 DICT FSST

DICT FSST (Dictionary FSST) represents a hybrid compression technique that combines
the benefits of Dictionary Encoding with the string-level compression capabilities of FSST.
This approach was implemented and integrated into DuckDB as part of ongoing efforts to

optimize string storage and processing performance [5].
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The algorithm operates in two distinct phases. First, it applies traditional Dictionary
Encoding to identify and de-duplicate all unique strings within a column, storing each
distinct value only once in a dictionary structure. This initial step eliminates the storage
overhead associated with repeated identical strings, which can be substantial in real-world
datasets containing categorical data, identifiers, or standardized text fields.

The second phase applies FSST compression to the dictionary entries themselves. Rather
than storing the unique strings in their original form within the dictionary, each string
is compressed using FSST’s symbol table approach. This dual-level compression strategy
addresses different types of redundancy: Dictionary Encoding eliminates exact duplicates
across the dataset, while FSST compression exploits substring patterns within the unique
strings themselves.

DICT FSST is highly relevant to this thesis, as we can experiment with a DICT FSST+
version, substituting the old FSST algorithm with FSST+ for compressing the dictionary

corpus, and then measure its performance.

2.4 LZ77

LZ77 is a foundational algorithm for lossless data compression, introduced by Abraham
Lempel and Jacob Ziv in 1977. It works by scanning the input stream to detect sequences
of bytes that have already appeared. To save on storage, LZ77 encodes them as a pair
(offset, length) referencing where the sequence first appeared and how many bytes are
repeated. This method is called a dictionary-based approach because the previously seen
data acts like an evolving “dictionary” of possible matches.

In more concrete terms, suppose the compression algorithm encounters a sequence of
bytes that matches a segment it processed just a few characters earlier. Rather than writing
the sequence in full, it simply says, “go back 10 bytes and copy 5 bytes from there.” This

significantly reduces the total amount of data stored when repeated patterns occur.

2.5 Zstandard

Zstandard (often shortened to ZSTD) is a fast, lossless compression algorithm developed
by Facebook and widely used across the industry. It aims to combine high compression
ratios with high decompression speeds, making it suitable for a wide range of data-intensive

applications, such as database storage, file systems, and network transmissions.
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Compressor name Ratio Compression Decompress.

zstd 1.5.6 -1 2.887 510 MB/s 1580 MB/s
Zib 1.2.11 -1 2743 95 MB/s 400 MB/s
brotli 1.0.9 -0 2.702 395 MB/s 430 MB/s
zstd 1.5.6 —fast=1 2.437 545 MB/s 1890 MB/s
zstd 1.5.6 —fast=3 2.239 650 MB/s 2000 MB/s
quicklz 1.5.0 -1 2238 525 MB/s 750 MB /s
lzolx 2.10 -1 2.106 650 MB/s 825 MB/s
1z4 1.9.4 2.101 700 MB/s 4000 MB/s
I2f 3.6 -1 2077 420 MB/s 830 MB/s
snappy 1.1.9 2.073 530 MB/s 1660 MB/s

Table 2.1: Performance comparison of various compression libraries on the Silesia compression
corpus. [18][9]

We can see that, compared to the other methods in the benchmark, ZSTD provides the

best compression ratio with great compression and decompression speed.

2.5.1 Block-Based Compression

ZSTD processes input data in chunks called blocks, typically up to 128 KB in size. Each
block is compressed independently, allowing for localized optimizations. This design also
facilitates the distribution of work across multiple threads, as different blocks can be
processed in parallel. Despite being compressed independently, blocks can maintain a
shared history buffer, allowing the compressor to reference recent data if the format dictates
a window that spans multiple blocks. This approach strikes a balance between memory

efficiency, flexibility in tuning compression levels, and the ability to handle large datasets.

2.5.2 LZ77-Style Match-Finding

Within each block, ZSTD uses an LZ77-like strategy (explained earlier in section Section
to locate repeated substrings. The algorithm scans for sequences that have appeared earlier
in the same block or in the accessible history window. Whenever a repetition is detected,

it is represented by an (offset, length) pair instead of storing the repeated text again. Data
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segments that do not match previous text are treated as literals. By replacing lengthy
repeats with offset-length references, ZSTD reduces the amount of literal data needing

subsequent entropy coding, thus improving both speed and compression ratio.

2.5.3 Entropy Coding with FSE and Huffman

After the LZ77-based match-finding step identifies offsets, lengths, and literals, ZSTD
applies entropy coding to compress these elements into a compact bitstream. The central
technique used here is Finite State Entropy (FSE), supplemented in some configurations
by Huffman coding. FSE is a variant of Asymmetric Numeral Systems (ANS) designed to
provide high-speed decoding and efficient compression of discrete symbol distributions. By
assigning shorter codes to more frequent symbols, ZSTD reduces the average number of
bits used per symbol, thereby improving overall compression efficiency.

The compression process begins by gathering three types of information from each block:
(1) the stream of literal bytes, (2) the match length codes, and (3) the offset codes. ZSTD
constructs probability distributions for each of these symbol streams and then builds
corresponding entropy tables. If FSE is used, each distribution is represented as a set of
states in an ANS-based table. When Huffman coding is chosen (often for simpler or less
skewed distributions), a binary tree is built instead. Once these tables are established, the

sequences of match lengths, offsets, and literals are encoded accordingly:

o In FSE mode, each symbol (e.g., a match length) transitions the encoder or decoder
from one state to another, using a table-based finite-state machine. This allows
multiple symbols to be packed efficiently into fewer bits, leveraging the varying

probabilities of different symbols.

e In Huffman mode, each symbol is mapped to a bit pattern determined by the
Huffman binary tree; shorter bit patterns correspond to symbols with higher frequency.
113]

The outcome of this procedure is a single compressed bitstream for each block, containing
all the required information to reconstruct offsets, match lengths, and literal bytes. During
decompression, ZSTD initializes its decoder with the same entropy tables and reverses the
process. For blocks encoded with FSE, the decoder tracks states by referencing the same
state-transition tables, swiftly retrieving symbols from the compressed stream without
extensive overhead. In Huffman-coded blocks, the bit patterns are traversed in the Huffman

tree to decode symbols in a straightforward manner.
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One of the defining advantages of FSE over Huffman is that FSE remains stream-friendly.
With FSE, each symbol is processed by updating a single evolving state variable, so the
decoder never needs to pause and wait for additional bits when a packet ends. This
contrasts with Huffman decoding, where the binary tree traversal can be interrupted at a
packet boundary, requiring extra buffering or state management. This efficient, continuous
processing yields high throughput and fast decompression speeds that often exceed those of
more traditional methods. Combined with LZ77-based match elimination, this fast entropy
coding stage enables ZSTD to achieve a compelling balance between compression ratio
and performance, making it ideal for both large-scale data processing and latency-sensitive

applications.

2.5.4 Small Data Compression

ZSTD supports external dictionaries to enhance compression for data with highly repetitive
or domain-specific patterns. This is a different type of dictionary from Dictionary Encoding.
These dictionaries are usually created by analyzing representative samples of the target
dataset, extracting the most frequent substrings, and storing them for future reference. This
is done by using ZSTD’s "training mode”, which can be used to tune the algorithm for a
selected type of data. The result of this training is stored in a file called ”dictionary”, which
must be loaded before compression and decompression can occur. Using this dictionary,

the compression ratio achievable on small data improves dramatically.

2.5.5 Implementation Details

The ZSTD implementation enables users to switch between different parsing strategies,
allowing for a desired trade-off between compression ratio and speed. Greedy parsing offers
faster performance, whereas optimal parsing seeks to find longer or more frequent matches
at the cost of additional computation. Special block types, such as uncompressed blocks,
handle edge cases or data that may not benefit from compression. During decompression,
ZSTD strictly follows the encoded references (offsets and lengths) and literal streams to
reconstruct the original data. This ensures that while the compressor can use complex

parsing strategies, the decompression path remains consistently fast and deterministic.

2.5.6 Rationale for Zstandard’s Design

By combining a block-based approach with LZ77-style parsing and efficient entropy coding,
ZSTD provides both high compression ratios and rapid decompression. The block-based

16



2.6 LZ4

structure simplifies parallelization, as each block can be independently compressed or
decompressed. Meanwhile, the offset-length references drastically cut down on redundant
data, leaving only a smaller stream of unmatched literals and match metadata for FSE
or Huffman encoding. Overall, the algorithm’s design is a balanced solution, offering
adjustable trade-offs between speed and compression ratio, and it is especially effective for

modern, large-scale data workloads.

2.6 LZ4

LZ4 is a lossless data compression algorithm known for its focus on speed, particularly
in decompression [7]. It is a member of the Lempel-Ziv 77 (LZ77) family of compressors,
which operate by identifying and eliminating duplicate data sequences within an input
stream. The primary design goal of .Z4 is to prioritize compression and decompression
throughput over achieving the highest possible compression ratio. Nevertheless, unlike
schemes designed for fine-grained random access, such as FSST, LZ4 is fundamentally a
block-based compressor.

The core mechanism of LZ4 involves partitioning the input data into sequences of literals
and matches. Literals are segments of data that have not been seen before and are stored
exactly as they appear. Matches, on the other hand, are sequences that have already
appeared in the recently processed input, which acts as a sliding window dictionary. Instead
of storing the repeated sequence, LZ4 encodes it as a reference consisting of an offset and
a match length. The offset specifies how far back in the output stream to look for the start
of the sequence, while the match length indicates how many bytes to copy.

What distinguishes L.Z4 and enables its remarkable speed is the simplicity of its encoding
format and the deliberate omission of a computationally expensive entropy coding stage.
During compression, LZ4 employs a fast hash table to quickly identify potential matches
for the current input position. Once a match is found, the algorithm greedily accepts it and
continues processing, rather than spending additional cycles searching for a theoretically
optimal match that might yield a slightly better compression ratio. This greedy parsing
strategy minimizes CPU usage during the compression process.

The LZ4 stream format is designed for straightforward and rapid parsing during de-
compression. The data is structured as a series of blocks, where each block begins with a
token. This token, a single byte, efficiently encodes the length of the subsequent literal

sequence and the length of the following match. By reading this token, the decompressor
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immediately knows how many literal bytes to copy directly from the compressed stream
and how many bytes to copy from a previous location in the output buffer.

Crucially, LZ4 does not apply any form of entropy coding, such as Huffman coding or
Finite State Entropy, to the literals or the match references. The literal bytes are written
directly to the compressed output, and the offset-length pairs are encoded using simple,
byte-aligned variable-length integers. While this means that statistical redundancies in
the literal stream and match metadata are not exploited, it allows the decompressor to
operate with minimal computational overhead. The decompression process consists almost
entirely of memory copy operations (‘memcpy‘), which are highly optimized on modern
CPU architectures. Consequently, L.Z4’s decompression speed is often limited only by
memory bandwidth, enabling throughputs of several gigabytes per second on a single CPU
core.

In summary, LZ4 is a highly effective block compression algorithm that prioritizes
throughput by using a simple, greedy parsing strategy and a state-dependent encoding
format. Its design is predicated on processing contiguous blocks of data where the entire
block is compressed and decompressed as a single unit. This architectural choice makes
it unsuitable for applications requiring random access to individual elements within a
compressed collection, a use case for which algorithms like FSST are specifically designed.
Instead, LZ4 excels in system-level tasks where opaque blocks of data must be processed
with small CPU overhead.

2.7 Practical string dictionary compression using string dic-

tionary encoding

While the previous compression techniques focus on compressing string content directly,
an orthogonal approach involves compressing the dictionary data structures that store and
manage string collections. String dictionaries are fundamental components in database
systems that map strings to unique identifiers, enabling efficient string processing and
indexing.

Kanda et al. [15] address the challenge of compressing string dictionaries themselves,

particularly for very large datasets where dictionary size becomes a bottleneck.

2.7.1 Dictionary Encoding Strategy

The core innovation in their approach is the use of string dictionary encoding rather than

traditional grammar-based compression techniques, such as RePair, a grammar-based
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compression algorithm that repeatedly replaces the most frequent pair of adjacent symbols
in a string with a new unique symbol. (briefly mentioned in Section

Instead of applying RePair compression to dictionary structures (which incurs significant
construction costs), they encode strings appearing in dictionaries into integers using
auxiliary string dictionaries. This recursive application of dictionary encoding to the
dictionary structure itself achieves construction speeds up to 422.5x faster than RePair-
based approaches while maintaining competitive compression ratios and offering much

faster access.

2.7.2 Front Coding

Front coding is a classic technique for compressing lexicographically ordered string collec-
tions. Given a sorted sequence $i, ..., Sy, each string s; (i > 1) is represented as a pair
(¢;, i), where ¢; is the length of the longest common prefix with its predecessor s;_; and
«; is the remaining suffix. The first string is stored verbatim. This differential encoding
exploits the observation that adjacent strings in sorted order often share substantial prefixes,
particularly in collections of URLs, file paths, or natural language text.

To maintain efficient random access, strings are partitioned into buckets of size b. Within
each bucket, the first string (header) is stored in full, while the remaining b — 1 strings are
encoded differentially relative to their predecessors. This bucketing ensures that accessing
any string requires decoding at most b — 1 predecessors, providing a controllable trade-off
between compression ratio and access speed. Kanda et al. focus on front coding as one of
the most effective dictionary structures for their compression strategy, exploiting the fact

that real-world strings have similar prefixes, such as URLs and natural language words.

2.7.2.1 ACCESS Operation Details

For an ACCESS(i) operation to retrieve the string with identifier i, the front coding
algorithm follows a two-phase approach that demonstrates why sequential decoding within
buckets is unavoidable:

Phase 1: Bucket Identification The target bucket is determined using simple arith-
metic: bucket_id = |(i — 1)/b], where b is the bucket size. The local index within the
bucket is computed as local index = (i — 1) mod b. This calculation is O(1) and provides
direct access to the correct bucket.

Phase 2: Sequential Decoding Within Bucket Once the correct bucket is identified,

the algorithm must sequentially decode strings within that bucket until it reaches the
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target string at local_index. This sequential process is unavoidable due to the differential

encoding structure:

1. Header String: The first string in each bucket (header) is stored explicitly and can

be accessed directly.
2. Internal Strings: Each subsequent string is encoded as a pair (¢, «) where:

e [ is the length of the longest common prefix with its immediate predecessor

e « is the remaining suffix that differs from the predecessor

3. Dependency Chain: To reconstruct string s;, we need the fully decoded string
sj—1, which in turn requires s;_», creating a dependency chain back to the bucket

header.

Why Direct Access is Impossible Direct random access to an arbitrary string within

a bucket is impossible because:

e Variable-Length Encoding: The compressed representations have variable lengths,
making it impossible to calculate the exact byte offset of string ¢ without decoding

all preceding strings.

o Prefix Dependencies: Each string’s reconstruction depends on its immediate
predecessor’s full content, not just the header. The differential encoding (¢, «) is

meaningless without the predecessor string.

Performance Trade-off This design creates a fundamental trade-off between compres-

sion efficiency and access speed:

e« Compression Benefit: By storing only differences between adjacent strings, front
coding achieves significant space savings, especially for datasets with lexicographically

similar strings (e.g., URLs, file paths).

e Access Cost: Random access requires sequential decoding of up to b — 1 strings,

making the worst-case access time O(b x average_string length).

¢ Bucket Size Impact: Smaller buckets reduce sequential decoding overhead but
increase storage overhead (more headers stored explicitly). Larger buckets improve

compression but increase average access time.
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Experimental evaluation has shown that this trade-off is worthwhile for many applica-
tions, as front coding achieves compression ratios of 2.2-2.8x across their test datasets
(GEONAMES, ENWIKI, INDOCHINA, UK, DBPEDIA). When combined with RePair
compression, the ratios improve further, but at significant construction cost—up to 3.5
hours for the UK dataset and 3 hours for DBPEDIA. Their dictionary encoding alternative
achieves competitive compression ratios with construction times that are 30.8x to 422.5x
faster than RePair-based approaches.

Front coding represents a fundamental approach to prefix-based string compression that
directly exploits lexicographic locality, making it particularly relevant for understanding

the landscape of techniques that target similar redundancy patterns in string data.

2.7.3 Other Dictionary Structures

The paper also evaluates Path-Decomposed Tries (PDT) using succinct trie repre-
sentations with centroid path decomposition for cache-efficient traversal, Reverse Tries
that merge suffixes rather than prefixes through novel Reverse Path-Decomposed Tries
(RPDT), and Back Coding which applies front coding principles to suffixes for improved
suffix sharing. Each approach offers different trade-offs between construction time, memory

usage, and access performance.

2.7.4 Relevance to FSST-+

This work represents an alternative approach to string compression that operates at the
dictionary data structure level rather than the string content level. While both FSST—+
and Dictionary Encoding techniques address the challenge of efficient string storage in
analytical systems, they target different aspects of the problem. FSST+ compresses the
actual string bytes by exploiting shared prefixes and suffixes, while Dictionary Encoding
techniques focus on optimizing the storage of the mapping structures themselves.

The approaches share similar evaluation methodologies, comparing construction time
and compression ratio, which provides useful context for understanding the performance
trade-offs in string compression systems. However, it is worth noting that FSST+ could
potentially be applied directly to dictionary entries, which might reduce the need for
specialized Dictionary Encoding techniques. The question of whether these approaches
truly complement each other or represent competing alternatives remains an interesting

area for future investigation.
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2.8 Dictionary-based Order-preserving String Compression

for Main Memory Column Stores

A key area of research in string compression for databases is the optimization of the
dictionary structure itself. The work by Binnig et al. |3] introduces a sophisticated system
for dictionary-based, order-preserving string compression, specifically tailored for main-
memory column stores. Their primary objective is to efficiently handle long string attributes
with large, dynamic domains, a scenario where traditional dictionary encoding often falls
short. A key requirement of their system is that the compression must be order-preserving,
meaning that the lexicographical order of the strings is maintained in their corresponding
integer codes. This property is highly valuable in analytical databases, as it allows range
predicates on string columns (e.g., WHERE name LIKE 'A%') to be rewritten as much faster
range lookups on fixed-length integer codes.

To achieve this, the authors propose an architecture centered around the concept of
shared-leaves indexing. The dictionary is conceptually a table mapping string values to
integer codes. Two separate indices are built over this data: an encode-index for mapping
strings to codes and a decode-index for the reverse mapping. Because the encoding is
order-preserving, both the strings and the codes are sorted in the same relative order. This
critical property allows both indexes to point to the same physical leaf nodes, which store
the (value, code) pairs directly. This design cleverly avoids both the data redundancy of
maintaining two separate copies and the performance penalty of an extra level of indirection
found in traditional direct and indirect indexing schemes.

Of particular relevance to our work is the internal structure of these shared leaf nodes,
where prefix compression is employed to reduce memory consumption. Within each leaf, the
strings are stored in lexicographical order. The system then applies incremental encoding,
a technique equivalent to front coding. Instead of storing each string in its entirety, a
string s; is represented by the length of its common prefix with the preceding string s;_1,
followed by its unique suffix. While this method achieves a good compression ratio for
sorted, prefix-heavy data, it inherently imposes a sequential dependency for decompression;
to reconstruct string s;, one must first reconstruct s;_1.

To mitigate the performance impact of this dependency and enable fast lookups, the
leaf structure is augmented with a sparse index. A configurable parameter, the decode-
interval d, dictates that every d-th string is stored uncompressed, serving as an "anchor
point” within the leaf. An offset vector, stored at the end of the leaf, contains direct

pointers and the corresponding integer codes for each of these uncompressed anchor strings.
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A lookup operation for an arbitrary string thus becomes a two-stage process: first, a binary
search is performed on the offset vector to quickly locate the nearest preceding anchor
string. Second, a short sequential scan commences from that anchor, decompressing at
most d — 1 strings to find the target.

While this approach provides very fast lookups, it does not offer true random access in the
manner of FSST+. The access time for a string within a leaf is bounded by O(log(n/d)+d),
where n is the number of strings in the leaf. The unavoidable sequential scan, even if
limited to a small segment, contrasts with the design of FSST+, where decompression
of any string can be achieved through direct pointer arithmetic and a single jump-back
reference, without requiring sequential processing of neighboring strings. This architectural
distinction stems from different primary optimization goals: the system by Binnig et al. is
fundamentally designed to accelerate query processing, particularly range scans, on encoded
data within a database index. In contrast, FSST+ aims for a high compression ratio for
prefix-heavy datasets while simultaneously providing the highest possible random-access

decompression speed for individual strings.
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FSST+ Data Structure

Having established a clear overview of the string compression landscape, we now turn
to the core innovation of FSST+: a novel data structure design that enables efficient
prefix-based compression while maintaining fast random access capabilities. The idea is to
store FSST-compressed strings in a manner that enhances the compression factor for data
with a high prefix density.

The challenge lies in designing a storage format that can eliminate redundant prefixes
across strings while preserving the ability to decompress individual strings without pro-
cessing entire blocks. Traditional block-based compression schemes, such as ZSTD, excel
at achieving high compression ratios but sacrifice random access, requiring full block
decompression to retrieve a single string. Conversely, FSST provides excellent random
access but cannot exploit longer shared patterns that span multiple strings.

FSST+ bridges this gap through a data structure that stores common prefixes only once
while using ”jump-back” references to link suffixes to their corresponding prefixes. This
approach enables both high compression ratios for prefix-rich datasets and efficient random
access through a predictable offset-based navigation system.

This chapter introduces the core data structure design, explaining how strings are
organized into contiguous sections, how prefix redundancy is eliminated, and how the
jump-back mechanism enables efficient decompression. We will walk through the specific
layout of headers, prefix storage areas, and compressed string representations, culminating

in a detailed example of the decompression process.
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3.1 Compression Layout

The efficiency of random access and pointer overhead minimization is ensured by the

following data layout: It is composed of the following elements:

( A

FSSTPlusCompressionResult

Global Header

uint16 num_blocks
uint32[] block_start_offsets[]
uint32 data_end_offset
s N
Block O

Block Header

uint8 num_strings

uint16[] |suffix data area offsets[]

Prefix Data Area

encoded_prefixes[]

Suffix Data Area 0

uint8 prefix_length

uint16

(OPTIONAL) jumpback_offset

encoded_suffix

Suffix Data Area 1

Suffix Data Area n (max 128)

-

Block 1

Block n

Figure 3.1: Data Structure Overview

¢ Global Header: Data is segmented into blocks, each containing 128 strings. This
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number has been chosen through experimentation, documented in Section This
is to make sure we can execute the algorithm later in runs of 128 elements, so that
the data is likely to fit in a typical L1 CPU cache (the smallest and fastest type of
cache memory). We save a uint16 num_blocks indicating how many blocks there are,
while an array block_start_offsets[] records the starting offset for each block.
We also save a uint32 data_end_offset to know where the last block ends. This is
necessary to decompress the last string, as otherwise we have no way of determining
its length. This FSST+ ’'block’ is a logical grouping for random access and should
not be confused with the opaque blocks used in block-based compressors like ZSTD,

which must be decompressed in their entirety.

Block Header: Within each block, we have a Block Header. This is because we

need to know the delimiters of each compressed string within the run.

Therefore, the Block Header starts with num_strings to save the number of elements,
up to a maximum of 128. It could theoretically be as high as 256 in the current
setting, as num_strings is a uint8 and we wouldn’t have blocks with zero strings.
The block size is limited because the prefix-matching algorithm processes data in
batches (128 strings in this case). This approach ensures that each batch fits within
a typical CPU’s L1 cache and that the execution time per batch is capped, thereby
maintaining the overall linear time complexity of the FSST+ algorithm. This is
covered in more detail in Section num_strings is then followed by an array,
suffix_data_area_offsets[] that maps each string in the run to its compressed

location.

Prefix Data Area: Contains encoded_prefixes[], a contiguous region storing all

compressed prefixes.

Suffix Data Area: These are the compressed strings. Each string starts with 8
bytes prefix_length. In the case prefix_length is not zero, it will be followed by
16 bytes jump_back_offset, along with encoded_suffix. When prefix_length
is zero, it is directly followed by encoded_suffix with no jump_back_offset in

between. That saves valuable compression space.

A uint16 jump_back_offset allows us to save values from 0 to 65536. This means
that the maximum range we can jump back is 65536 bytes to find our prefix. Therefore,
the number of bytes stored from the Prefix Data Area onwards, up to the last jump-

back offset, shouldn’t exceed 65536. This is also a reason for having a limited number
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of elements per block, such as 128. At some point, if you can no longer perform

jump-backs, you must end up writing the strings uncompressed (with prefix_length

= 0), which impacts the compression factor.
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3.2 Decompression Process

To illustrate the decompression process, consider retrieving a string at index 200. The
algorithm proceeds as follows:

1. Locate the block: Calculate the block index by [(200 + 1)/128] = [1.57] = 2. The
string resides in block 2, with local index 200 mod 128 = 72 (the 73rd string within that
block).

2. Navigate to block: Read block_start_offsets[2] from the global header to
jump to the beginning of block 2.

3. Access string metadata: Within the block header, locate the string’s offset by
reading suffix_data_area_offsets[72].

4. Decompress the string: At the computed offset, read prefix_length. If non-zero,
read the subsequent jump_back_offset, navigate to the referenced prefix location, and
extract the prefix of the specified length. Return to the original position to read the
encoded_suffix. If prefix_length is zero, read the encoded_suffix directly.

5. Decode: Apply FSST decompression to both prefix and suffix components, then
concatenate to reconstruct the original string.

This design enables efficient random access while maintaining compact storage through
prefix elimination and FSST compression.

Efficiency improvements will be investigated based on this contiguous data structure.
A key point of interest here is how to efficiently compress a whole corpus into this data

structure, which will be covered in Chapter
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Benchmarking

To ensure our compression solution is effective and scalable, comprehensive benchmarking
of both compression ratio and compression speed across large-scale datasets is essential.
While our algorithm is designed to be efficient across all datasets, including those with low
prefix density, prefix-rich datasets provide the most relevant testing ground for evaluating
the performance characteristics of our compression approach.

This thesis focuses its empirical evaluation on compression performance, specifically
compression ratio and speed. While decompression performance is a critical metric
for analytical database systems, a quantitative benchmark of decompression speed is
intentionally excluded from this study’s scope. The FSST+ decompression process, detailed
theoretically in Section is a straightforward extension of the standard FSST algorithm,
involving a predictable overhead for prefix lookup and concatenation. The complex
algorithmic trade-offs between speed and effectiveness, which are central to this research,
occur during the compression phase. Therefore, our analysis concentrates on this aspect,
with a discussion of decompression performance and avenues for its system-level evaluation
deferred to Section

For this evaluation, we selected several well-established benchmark datasets commonly
used in the database and analytics community, with a focus on their string column
content. These datasets represent diverse real-world scenarios and data patterns, providing
a comprehensive evaluation framework for our compression technique. We are interested in
the string columns only, with sizable length strings, so columns with an average length of
8 or less were filtered out. That is because FSST compresses these columns with a single
code, so in this case, there is no benefit to using FSST+, as there is always a 1-byte prefix

length overhead for each string. Furthermore, it was essential to measure performance
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under realistic workload conditions; therefore, only datasets with 100,000 strings or more

were selected.

4.1 Selected Benchmark Datasets

4.1.1 ClickBench

ClickBench is a widely used benchmark for analytical database systems originally developed
by ClickHouse [6]. The benchmark represents typical workloads in clickstream and traffic
analysis, web analytics, machine-generated data, structured logs, and event data, covering
typical queries in ad-hoc analytics and real-time dashboards. ClickBench compares about 50
different database systems with a workload of relatively simple analytical queries, making
it an ideal benchmark for evaluating compression performance on realistic analytical
workloads. The dataset contains substantial string content derived from web analytics
scenarios, including URLs, user agents, referrer strings, and various categorical data
that frequently exhibit prefix patterns. This makes ClickBench particularly relevant for

evaluating prefix-based compression techniques.

4.1.2 NextiaJD

NextiaJD is a dataset associated with learning-based data discovery research [8]. The
dataset contains diverse string representations from various data sources, providing a

valuable testbed for compression algorithms that target heterogeneous string patterns.

4.1.3 PublicBIBenchmark

The Public BI Benchmark is a comprehensive benchmark suite developed by CWI (Centrum
Wiskunde & Informatica) that focuses on business intelligence workloads [19][11]. This
benchmark includes user-generated data and queries, representing real-world business
intelligence scenarios. The dataset contains extensive string columns including product
names, categories, customer information, and geographical data, which often exhibit

hierarchical and prefix-based patterns suitable for our compression evaluation.

4.1.4 CyclicJoinBench

CyclicJoinBench is a microbenchmark specifically designed to evaluate the performance of

join algorithms on cyclic query patterns, which are representative of complex analytical
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workloads found in graph and relational queries[12]. It includes string-typed columns,

which could be useful for our benchmarking.

4.2 Benchmarking Methods

While the original datasets provide valuable real-world evaluation scenarios, they often
contain significant numbers of duplicate strings that can skew compression results. Columns
such as ClickBench’s URL column or Title column exhibit substantial prefix sharing patterns,
but they also contain many exact duplicates. When benchmarking these datasets as-is,
compression gains can be attributed primarily to full-string deduplication, rather than the
algorithm’s ability to identify and exploit shared prefixes among unique strings.

To isolate the true effectiveness of prefix-based compression techniques, our implementa-
tion generates three variants of each dataset, as implemented in the FSSTPlusCompress ()

function:

4.2.1 Dictionary-Based Variants

DICT FSST Compression The system first creates a de-duplicated version of the dataset
using the following DuckDB query pattern:

1 SELECT "column_name" FROM (

2  WITH FirstN AS (

: SELECT "column_name" FROM read_parquet('dataset.parquet') LIMIT
<> total_strings

)

5 SELECT "column_name" FROM (

6 SELECT "column_name", MIN(my_row_id) as min_rowid
7 FROM FirstN POSITIONAL JOIN (
8 SELECT range as my_row_id FROM range (O, (SELECT COUNT(*) FROM FirstN))

9 )
10 GROUP BY "column_name"
11 ORDER BY min_rowid

Listing 4.1: Deduplication query implementation

This query removes duplicates while preserving the original ordering of the dataset
through the positional join and minimum row ID selection. The preservation of ordering
is crucial for maintaining realistic data access patterns and ensuring that the compres-
sion evaluation reflects genuine performance characteristics rather than artifacts of data

reorganization. Then the basic FSST algorithm is applied to the dictionary.

33



4. BENCHMARKING

DICT FSST+ Compression: Sorted DICT FSST+ Compression:

1 SELECT "column_name" FROM (
2 -- Same deduplication logic as above
3) ORDER BY "column_name";

Listing 4.2: Sorted deduplication query

This sorted variant represents the optimal scenario for prefix-based compression, as
lexicographically adjacent strings are more likely to share common prefixes. While this
may not reflect realistic data orderings, it provides an upper bound on the compression

potential of prefix-based techniques.

4.2.2 Compression Evaluation Strategy

For each dataset variant, the system calculates compression ratios relative to the original
total string size, ensuring fair comparison across all approaches. The dictionary code
size is computed as (ceil(log2(number_of_unique_values)) / 8 ) * total_strings,
accounting for the overhead of mapping unique strings to integer identifiers.

This multi-variant approach enables a comprehensive evaluation of compression perfor-

mance across different data characteristics:
e Original datasets reveal performance on realistic, duplicate-heavy data
e Deduplicated datasets isolate prefix compression effectiveness on unique strings
o Sorted datasets establish theoretical upper bounds for prefix-based compression

By comparing results across these variants, we can distinguish between compression
gains from simple deduplication and genuine algorithmic improvements in handling shared

string patterns.
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5.1 Similarity Chunks

In the process of designing a solution for the problem of finding the optimal prefixes in a
corpus, the concept of first sorting the corpus into chunks of 128 and identifying Similarity
Chunks was developed. A Similarity Chunk is a range of strings with a shared prefix length.
To represent this in code, we use the following struct:

I struct SimilarityChunk {

2 size_t start_index; // Starts here and goes on until next chunk's index, or
<~ until the end of the 128 block

3 size_t prefix_length;

1}
Listing 5.1: SimilarityChunk struct definition

Determining the optimal Similarity Chunks for a group of 128 strings is not trivial and
requires considering multiple different chunk and prefix length choices. To illustrate this
point, here is an example of different choices of Similarity Chunks, in this case, with five

strings:
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Choice 1
Choice 2

0 FSSTPLUSAAAAAAAA
1 FSSTPLUSAAAAAAAA
2 FSSTPLUSBBBBBBBB
3 FSSTPLUSBBBBBBBB
4 FSSTPLUSCCCCCCCC

Figure 5.1: Similarity Chunks Choice Example

Here we have five strings, 16 characters long, all of them start with the prefix FSSTPLUS
(8 characters). If we go with Choice 1:

Similarity Chunks =
start_index: 0, prefix_length: 8

That means that the prefix FSSTPLUS will be used for all strings. So all strings will
have a uint16 jump-back referring to this prefix. The compressed size will end up being

(leaving out global and block headers):

Prefix Data Area:
8

Suffix Data Area:
1+2+8
14+2+8
1+2+8
1+2+8
1+2+8

(The +1 is for the uint8 prefix length, and the +2 is for the uint16 jump-back offset).

The total compressed size totals 63. The following diagram illustrates the compressed data
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structure:
Prefix Data Area Size:
FSSTPLUS 8

Suffix Data Area Si 7@:
AAAAAAAA 1+2+8 =63
AAAAAAAA 1+2+8
BBBBBBBBB 1+2+8
BBBBBBBBB 1+2+8
ccccececee 1+2+8

Figure 5.2: Choice One Compressed Data Structure

If we go with Choice 2:

Similarity Chunks =

start_index: 0, prefix_length: 16
start_index: 2, prefix_length: 16
start_index: 4, prefix_length: 0

We choose the maximum prefix for the first two pairs of strings, and leave the last string

untouched, writing it fully. The compressed size will end up being (leaving out details such

as global headers, symbol table, and block headers):
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Prefix Data Area:
16
16
Suffix Data Area:
142
142
142
142
1+16
For the first four strings, we only have 3 bytes each because they just need to refer to their
fully written prefix, with a uint8 prefix_length and a uint16 jump_ back offset.
So the total compressed size here is 61, which is better than 63 for Choice 1. So this

is the optimal choice in this case. The following diagram illustrates the compressed data

structure:
s N
Prefix Data Area Size:
FSSTPLUSAAAAAAA 16
FSSTPLUSBBBBBBBB 16
Suffix Data Area Size:
uint8  |uint16 1+2 — 61
uint8  |uint16 1+2
uint8 |uint16 1+2
uint8  [uint16 1+2
uint8 |FSSTPLUSCCCCCCCC 1+16
L J

Figure 5.3: Choice Two Compressed Data Structure

As we can see, the choice of which prefixes to use directly determines how well our
algorithm can compress the data, and it is not always obvious which choice to make. In the
following sections, we will cover various approaches for determining the optimal prefixes to

use, along with their trade-offs between compression speed and compression factor.
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5.2 Sorting and Dynamic Programming

5.2 Sorting and Dynamic Programming

As many different choices can be considered, and we are interested in the optimal choice
of chunks and prefix lengths that yields the smallest total compressed size, dynamic
programming could prove a good approach. The potential drawback is its computational
intensity, as it can take longer to run, as it has to explore a large portion of the search
space.

This approach will be done block by block, that is, in runs of 128 elements. This number
has been chosen through experimentation, documented in Section [5.4.1] For each run
of 128 elements, we sort it with lexicographic order, then determine how long common
prefixes shared between blocks of strings are, and what their range is (basically a Similarity
Chunk), and then we use dynamic programming to determine the best Similarity Chunks

for each block.

5.2.1 Sorting

For sorting, this approach utilizes the C++ standard library’s std::sort, which is an
implementation of IntroSort —a hybrid of quicksort, heapsort, and insertion sort. For the
purposes of simply sorting the strings in lexicographic order with longer strings coming
first, this works well:

// std::sort uses IntroSort (a hybrid of quicksort, heapsort, and insertion
— sort )

std::sort(indices, indices + cleaving_run_n, [&](size_t a, size_t b) {

const size_t a_rel = a - start_index;
const size_t b_rel = b - start_index;
const size_t common_len = std::min(truncated_lengths[a_rel],

< truncated_lengths[b_rell]);
for (size_t i = 0; i < common_len; ++i) {
if (strInlalli] != strInl[b]l[i]) {
return strInfa][i] < strIn[b][il;

// If all bytes match up to the shorter length, the longer string comes
— first
return truncated_lengths[a_rel] > truncated_lengths[b_rell;

b
Listing 5.2: Sorting code

39



5. DYNAMIC PROGRAMMING SOLUTION

In this case, truncated lengths refer to lengths up to 255, the maximum length a prefix
can be. (This is in the case when strings are compressed before forming Similarity Chunks,
because otherwise, if they still need to be compressed later, we must account for cases
where FSST dreadfully compresses strings with all escaped bytes, at worst, doubling the

original size)
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5.2.2 Dynamic Programming

Once all strings have been sorted, we can now analyze the structure of our strings to find
shared prefixes and form the optimal Similarity Chunks from that.
A dynamic programming solution can formally define the problem of finding the optimal

set of Similarity Chunks as a minimization problem.

5.2.2.1 Formal Definition

Let S = {s0,51,-..,8,—1} be a block of n strings, lexicographically sorted. We define
DPJi] as the minimum cost to compress the first ¢ strings, {so,...,s;—1}. The base case is
DPI0] = 0, representing zero cost for an empty set of strings. The optimal cost for the
first 4 strings is found by considering all possible j for the last chunk, which starts at index
j and ends at index ¢ — 1. The recurrence relation is:

DP[i] = Orgjlgl (DP[j] + Cost(j,i)) for1<i<n

Here, Cost(j, i) represents the minimum cost of compressing the sub-string block {s;,...,s;—1}

as a single Similarity Chunk. This cost is determined by choosing an optimal prefix length

p for that chunk:

Cost(j,1) = pIglisai (p + é (overhead(p) + |sufﬁx(sk,p)|))
where P;j; is the set of candidate prefix lengths for the chunk (e.g., zero and the length
of the longest common prefix of strings s; through s;_1), [suffix(sg, p)| is the size of the
remaining suffix of string s after removing a prefix of length p, and overhead(p) is the
metadata cost per string, defined as 1 byte if p = 0 and 3 bytes (for ‘prefix_length‘ and
‘jump_ back_offset‘) if p > 0. The final solution, which represents the minimum compressed

size for the entire block, is given by DP[n].

5.2.2.2 Optimality Proof

The dynamic programming algorithm is guaranteed to find the globally optimal partitioning
for a given block of strings. This guarantee rests on the principle of optimal substructure,
which states that an optimal solution to a problem can be constructed from optimal solutions
to its subproblems.

In our case, the problem is finding the minimum compressed size for a block of n sorted

strings. The subproblem, which we denote as DP[i], is finding the minimum compressed
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size for the first ¢ strings of that block. The algorithm solves this by iterating through
all possible ways the final chunk (ending at string ¢ — 1) could be formed, and for each
possibility, it relies on the pre-computed optimal solution for the strings preceding that
chunk.

This process is analogous to finding the shortest path in a directed acyclic graph (DAG).
The nodes of the graph are the positions between strings (from 0 to n). An edge from
node j to node i represents forming a single chunk with strings {s;,...,s;—1}, and the
weight of this edge is the compressed cost of that chunk. The value DPJi] is therefore the
length of the shortest path from node 0 to node i. The algorithm finds the shortest path to
each node by considering all incoming edges, ensuring the final result DP[n] is the overall

shortest path.

Proof by Contradiction Let us assume for the sake of contradiction that the algorithm
is incorrect. This means the set of integers ¢ for which D P[i] does not represent the optimal
cost for the first ¢ strings is non-empty. By the well-ordering principle, this set must have
a least element. Let this smallest integer be k, where 1 < k < n. So, k is the first index for
which the algorithm fails.

Step 1: Verify the Base Case. We must first show that k cannot be 1. The algorithm
calculates DP[1] as:

DP[1] = O%igl(DP[j] + Cost(4,1)) = DP[0] + Cost(0,1)

Since DP|0] is defined as 0, the algorithm yields DP[1] = Cost(0,1). The true optimal
solution for compressing a single string, {so}, has only one possible partition (the string
itself), the cost of which is precisely Cost(0,1). Since the algorithm’s result matches the
true optimal cost, DP[1] is always correct. Therefore, kK = 1 cannot be a counterexample.
This implies that any smallest counterexample k must satisfy k& > 2.

Step 2: The Inductive Contradiction. Since we have established that k > 2, let’s
consider the true optimal partitioning for the first k strings. This solution must have a
final chunk. Let this last chunk start at index m, where 0 < m < k. The cost of this true

optimal solution, Cop:(0, k), is:
Copt(0, k) = Copt (0, m) 4+ Cost(m, k)

where Cop:(0,m) is the optimal cost for the first m strings.
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Because m < k, and we defined k as the smallest point of failure, the algorithm’s result

for m must be optimal. Therefore:
Copt(O, m) = DP[m]

Substituting this back, the true optimal cost for the first k strings is exactly DP[m] +
Cost(m, k).

However, the algorithm computes D P[k] by considering all possible last chunks, including
the one starting at j = m:

DP[k] = min (DP[j] + Cost(j, k))

Because the minimization includes the term for j = m, DP[k| must be less than or equal

to that specific term’s value:
DP[k] < DP[m| + Cost(m, k)

This means D P[k] is less than or equal to the true optimal cost, Cypt (0, k). This contradicts
our initial assumption that the algorithm failed for & (i.e., that its result was suboptimal).

The assumption that a counterexample exists leads to a logical contradiction. Therefore,
the assumption must be false, and the algorithm correctly computes the optimal solution

for all 7 from 1 to n.

5.2.2.3 Pseudo Code

Let us take a look at the following Python pseudo-code to understand it better, before
diving into the optimized implementation:
1def find_optimal_chunks(strings):

2 n = len(strings)

| dp = [float('inf')] * (n + 1) # dpl[i] = minimum compressed size for strings
— [0:1i]
5 dplo] = 0

7 for i in range(l, n + 1):

8 for j in range(0, i):

9

10 chunk_strings = strings[j:i] # Consider chunk from j to i-1
12 common_prefix_len = find_common_prefix_length(chunk_strings)
14 for candidate_prefix_len in [0, common_prefix_len]:
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chunk_cost = calculate_compressed_size (chunk_strings,

— candidate_prefix_len)

if dp[j] + chunk_cost < dpl[i]:
dp[i] = dpl[j] + chunk_cost

def calculate_compressed_size(chunk_strings, prefix_len):
# Cost = overhead + remaining suffix lengths
overhead_per_string = 1 + (2 if prefix_len > 0 else 0) # prefix_length
— byte + optional jump_back_offset

total_overhead = len(chunk_strings) #* overhead_per_string

# Add the cost of storing one prefix if prefix_len > O

prefix_cost = prefix_len if prefix_len > 0 else O

# Add the cost of all suffixes

suffix_cost = sum(len(s) - prefix_len for s in chunk_strings)

return total_overhead + prefix_cost + suffix_cost

Listing 5.3: Simple Python Dynamic Programming Concept

The key insight is that we explore all possible ways to partition our sorted strings into
chunks, and for each chunk, we try different prefix lengths, zero, and the maximum possible
for that chunk. The dynamic programming ensures that we find the globally optimal

solution by building up from smaller sub-problems.

5.2.2.4 C++ Implementation

Now that we understand the concept, let us dive into the actual C++ implementation
used, as the code above is not optimized for performance.
The following diagram illustrates, at a high level, the pre-processing subresults of the

C++ code:

44



5.2 Sorting and Dynamic Programming

Preprocessing

Longest Common Prefix (LCP)
between Consecutive Strings Minimum LCP in a Range

Input Input

FSSTPL FSSTPLUSAAAAAAAA

FSSTPL FSSTPLUSAAAAAAAA

FSSTPL FSSTPLUSBBBBBBBB

FSSTPL FSSTPLUSBBBBBBBB

FSSTPLUSCCCCCCCC FSSTPLUSCCCCCCCC

Prefix Sum of String Lengths

Input length_prefix_sum
FSSTPLUSAAAAAAAA 0
FSSTPLUSAAAAAAAA 16

FSSTPLUSBBBBBBBB 32

Dynamic
Programming

FSSTPLUSBBBBBBBB 48

FsSsTPLUSCCCCCCCC 64

80

Figure 5.4: Dynamic Programming Preprocessing Steps

Here, we first calculate the LCPs (Longest Common Prefixes) between each pair of two
consecutive strings. Then we use the resulting LCP array to create a matrix that can give

us, in constant time, the minimum longest common prefix in a range, or in other words,

19

the length of the shared prefix for all strings between two indexes.

// Precompute LCPs up to config::max_prefix_size characters

for (size_t i = 0; i < size - 1; ++i) {

const size_t max_lcp = std::min(std::min(lenIn[start_index + i]l,

— start_index + i + 1]), config::max_prefix_size);
size_t 1 = 0;

const unsigned char *sl = strIn[start_index + 1i];

const unsigned char *s2

while (1 < max_lcp && s1[1] == s2[1]) {
++1;
}
// Prevents splitting the escape code 255 from its escaped byte.
if (1!=0 && static_cast<int>(s1[1-1]) == 255) {
__1;
}
lepl[i]l = 1;
}
// Precompute min_lcp[i][j]
for (size_t i = 0; i < size; ++i) {
min_lcp[i][i] = std::min(lenIn[start_index + i], config::

— max_prefix_size);

for (size_t j =1 + 1; j < size; ++j) {
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20 min_lcp[il[j] = std::min(min_lcp[illj - 11, lcplj - 11);

Listing 5.4: Pre-computation

Before starting the dynamic programming, we also perform one pass over the elements to
create a prefix-sum array of the lengths, which is an array that stores the cumulatively
summed lengths of each element.

1 // Precompute prefix sums of string lengths (cumulatively adding the

<~ length of each element)

2 std::vector<size_t> length_prefix_sum(size + 1, 0);

3 for (size_t i = 0; i < size; ++i) {

1 length_prefix_sum[i + 1] = length_prefix_sum[i] + lenIn[start_index + i
— 1;

}

Listing 5.5: Prefix-sum array creation

Now we can start with dynamic programming, where d[i] is the smallest possible com-

pressed size for the corpus up to element i.

3 constexpr size_t INF = std::numeric_limits<size_t>::max();
4 std::vector<size_t> dp(size + 1, INF);
5 std::vector<size_t> prev(size + 1, 0);

6 std::vector<size_t> p_for_i(size + 1, 0);

8 dp[0] = 0;

9

10 // Dynamic programming to find the optimal partitioning
11 for (size_t i = 1; i <= size; ++i) {

12 for (size_t j = 0; j < i; ++j) {
13 const size_t min_common_prefix = min_lcp[jl[i - 1]; // max 128,

<~ defined by config::max_prefix_size

14 std::vector<size_t> possible_prefix_lengths = {0, min_common_prefix
— };

15 for (size_t p : possible_prefix_lengths) {

16 const size_t n = i - j;

17 const size_t per_string_overhead = 1 + (p > 0 7 2 : 0); // 1
<~ because u will always exist, 2 for pointer

18 const size_t overhead = n * per_string_overhead;

19 const size_t sum_len = length_prefix_sum[i] - length_prefix_sum
— [j]1;

20 const size_t total_cost = dp[j] + overhead + sum_len - (n - 1)
— * p;
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// (n - 1) * p is the compression gain. n are strings in the

<~ current range, p is the common prefix length in this range

if (total_cost < dplil) {
dp[i] = total_cost;
prevlil = j;
p_for_i[i]l = p;

// Reconstruct the chunks and their prefix lengths
std::vector<SimilarityChunk> chunks;

size_t idx = size;
while (idx > 0) {
const size_t start_idx = prev[idx];
const size_t prefix_length = p_for_il[idx];

SimilarityChunk chunk;
chunk.start_index = start_index + start_idx;
chunk.prefix_length = prefix_length;
chunks.push_back (chunk) ;
idx = start_idx;
}
// The chunks are reversed, so we need to reverse them back

std::reverse (chunks.begin(), chunks.end());

return chunks;

Listing 5.6: Dynamic Programming code

The C++ code above implements a dynamic programming approach to find the optimal
way to split a block of sorted strings into similarity chunks, each with a possible shared
prefix. The goal is to minimize the total compressed size by determining where to start
each chunk and selecting the appropriate prefix length for it.

Here is how the algorithm works, step by step:

First, we set up three arrays:

e dp
— This keeps track of the smallest possible compressed size for the first i strings.
— It is initialized to infinity for all positions except dp[0], which is set to zero
because compressing zero strings costs nothing.
e prev
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— This array will help us reconstruct the solution later. For each position i, it

stores the index j where the chunk starts.
e p_for_i
— This records the prefix length chosen for the chunk ending at position i.

The main part of the algorithm is a nested loop. For each possible end position i (from 1
to the total number of strings), we consider all possible start positions j (from 0 up to i-1).
For each pair (j, i), we look at the range of strings from j to i-1 as a possible chunk.

For each chunk, we consider two options: using no shared prefix (prefix length 0), or
using the maximum possible shared prefix for that chunk (which we have precomputed
in min_lcp[j][i-1]). For each option, we calculate the total cost of compressing this
chunk: The cost includes an overhead for each string: 1 byte for the prefix length, and two
extra bytes for the jump-back pointer if a prefix is used. We then add the total length
of all strings in the chunk, and subtract the space saved by sharing the prefix (which is
the prefix length times the number of strings minus one). We also add the best cost for
compressing the previous part of the block (dp[j]).

If this total cost is better than the current best for dp[i], we update dp[i], prev[i],
and p_for_i.

After filling in the dp array, we reconstruct the optimal solution by tracing back from
the end. We use prev and p_for_i to recover the start index and prefix length for each
chunk, and store these as SimilarityChunk structs. Since we built the solution backwards,
we reverse the list at the end.

The result is a list of similarity chunks, each with its start index and chosen prefix length,

that together give the smallest possible compressed size for the block.

5.2.2.5 Time Complexity Analysis

A critical aspect of the dynamic programming approach is its computational complexity,
particularly when applied within a larger system. The analysis must distinguish between
the complexity of processing a single batch of 128 and the overall complexity across the
entire dataset.

Let us first analyze the complexity for a single execution on a batch of strings. We can
define B as the batch size, which is a fixed constant of 128 in this implementation, and
P as the maximum prefix size, also a constant. The core of the ‘FormSimilarityChunks*

function involves precomputing minimum Longest Common Prefixes (LCPs) and a dynamic
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programming table. Both of these operations involve nested loops, resulting in a quadratic
number of operations relative to the input size. Therefore, the time complexity for
processing one batch is O(B? + B - P). Since both B and P are constants, the runtime for
a single batch is itself a constant, effectively O(1).

However, the key insight comes from analyzing the algorithm’s performance on the entire
dataset IN. The overall process does not run the dynamic programming algorithm on all N
strings at once. Instead, it divides the total workload into % distinct batches. The total
computational cost is calculated by multiplying the number of batches by the cost per
batch.

Total Cost = (g) x O(B?)

Given that B is a constant, the O(B?) term is also a constant factor. As a result, the total
time complexity for the dynamic programming portion of the algorithm simplifies to O(N).
This batching strategy is a crucial optimization; it cleverly transforms a problem that
would be quadratically slow, O(N?), if solved globally, into a highly scalable linear-time
algorithm. This is achieved by making a practical engineering trade-off: instead of finding
one globally optimal solution, the algorithm efficiently finds a series of locally optimal

solutions within each batch.

5.2.3 Cleaving

After Similarity Chunks have been formed, it is now clear what part of our corpus is
considered a prefix and what part of it is considered a suffix. We can now split both into
two separate lists of pointers and lengths.

The code that does the splitting is omitted for brevity, but it outputs an instance of
CleavedResult, specified below:

1

2// Common base struct for Prefixes and Suffixes
3struct StringCollection {

| std::vector<size_t> lengths;

5 std::vector<const unsigned char *> string_ptrs;

6 std::vector<std::string> data; // retains the actual string bytes

8 explicit StringCollection(const size_t n) {
9 lengths.reserve(n);
10 string_ptrs.reserve(n);

11 data.reserve(n);
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15 struct Prefixes : StringCollection {

16 explicit Prefixes(const size_t n)

19 struct Suffixes : StringCollection {
20 explicit Suffixes(const size_t n)
21 };

22

23 struct CleavedResult {

24 Prefixes prefixes;

25 Suffixes suffixes;

: StringCollection(n) {}

: StringCollection(n) {}

27 explicit CleavedResult(const size_t n): prefixes(Prefixes(n)), suffixes(

s Suffixes(n)){}

Listing 5.7: CleavedResult struct

5.2.4 FSST Compression

Now that we have two separate lists of pointers, for the suffixes and the prefixes, they
can be compressed using the FSST API. A key implementation decision at this stage is
whether to use a single, unified symbol table for compressing both prefixes and suffixes,
or to create two separate symbol tables, one tailored for prefixes and another for suffixes.
While separate tables could potentially capture the distinct statistical properties of each set
of strings more accurately, our experiments indicated that a single symbol table provides a
better trade-off. It avoids the overhead of managing and storing a second symbol table,
and the performance differences were found to be negligible. For a detailed analysis of this

choice, see the experimental results in Section [5.4.2

5.2.5 Sizing and FSST+ Compression

Now that we have determined the optimal prefix lengths for the strings in our corpus
through dynamic programming, what remains is to write our compressed data as the data
structure described in Chapter |3 However, this process is not straightforward because we
need to know the exact size of each block before we can write the global header information.
The first element that must be written is num_blocks, with a uint16 type, which we can

determine by dividing the number of elements by 128 and rounding up. Next, we need to
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write the uint32 array block_start_offsets[], but to populate this array correctly, we
must know the precise size of each block.

This creates a chicken-and-egg problem: we cannot write the header without knowing
block sizes, but we cannot determine block sizes without considering the complex constraints
of our data structure layout. The block size depends not only on the number of strings
we can fit, but also on the compressed lengths of prefixes and suffixes, the overhead of
jump-back offsets, and the block byte capacity limitations.

To solve this challenge, FSST+ employs a two-phase approach. The first phase, called
sizing, determines the optimal packing of strings into blocks and calculates exact block
sizes. The second phase uses this sizing information to write the actual compressed data

structure.

5.2.5.1 The Sizing Phase

The sizing phase is implemented through the SizeEverything function, which iterates
through all suffixes in the corpus and determines how to optimally pack them into blocks
while respecting both the granularity constraint (maximum 128 strings per block) and the
byte capacity constraint (maximum 65535 bytes per block, limited by the uint16 jump-back
offset range).

inline FSSTPlusSizingResult SizeEverything(const size_t &n,
const std::vector<SimilarityChunk> &similarity_chunks,
const CleavedResult &cleaved_result,

const size_t &block_granularity) {

std::vector<BlockWritingMetadata> wms;

std::vector<size_t> block_sizes_pfx_summed;
size_t suffix_area_start_index = 0;

while (suffix_area_start_index < n) {
BlockWritingMetadata wm(block_granularity);

wm.suffix_area_start_index = suffix_area_start_index;

size_t block_size = CalculateBlockSizeAndPopulateWritingMetadata(
similarity_chunks, cleaved_result, wm,

suffix_area_start_index, block_granularity);
size_t prefix_summed = block_sizes_pfx_summed.empty ()

? block_size

block_sizes_pfx_summed.back() + block_size
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22 block_sizes_pfx_summed.push_back(prefix_summed) ;

23 wms . push_back (wm) ;

25 suffix_area_start_index += wm.number_of_suffixes;
26 }
27 return FSSTPlusSizingResult{wms, block_sizes_pfx_summed};

28
Listing 5.8: SizeEverything Function Implementation

The core logic resides in CalculateBlockSizeAndPopulateWritingMetadata, which
performs a greedy packing algorithm. For each block, it attempts to fit as many suffixes as
possible while ensuring that all required prefixes are also included and that the total block
size does not exceed the byte capacity limit.

twhile (wm.number_of_suffixes < std::min(strings_to_go, block_granularity)) {

2 const size_t suffix_index = suffix_area_start_index + wm.number_of_suffixes
—

3 const size_t prefix_index =

1 FindSimilarityChunkCorrespondingToIndex (suffix_index, similarity_chunks

— )

6 // 1If new prefix is needed, try to add it

7 if (prefix_index != sm.prefix_last_index_added) {

8 if (!'TryAddPrefix(sm, wm, cleaved_result.prefixes, prefix_index)) {

9 throw std::logic_error ("FSSTPLUS Compression not possible, strings

— too long");

10 }

11 3

12

13 // Calculate suffix size including header overhead
14 size_t suffix_size = CalculateSuffixPlusHeaderSize (

15 cleaved_result.suffixes, similarity_chunks, suffix_index) ;

17 // Check if suffix fits in remaining block capacity
18 if (!CanFitInBlock(sm, suffix_size)) {

19 throw std::logic_error ("FSSTPLUS Compression not possible, strings too

— long");
20 3
21
22 // Update block metadata and continue
23 sm.block_size += suffix_size + sizeof(uintl16_t); // +offset in header
24 // ... update writing metadata

25 wm.number_of_suffixes += 1;

Listing 5.9: Block Sizing Logic
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The algorithm maintains several critical constraints during the packing process. First,
each suffix requires a prefix length byte and potentially a jump-back offset, creating a
minimum overhead of 1-3 bytes per string. Second, when a new prefix is needed that has
not been included in the current block, the entire prefix must be added to the block’s
prefix area, which may cause the block to exceed capacity. Third, each suffix also requires
a uint16 offset entry in the block header, further contributing to the overall block size.

The TryAddPrefix function ensures that prefixes are only added once per block, and only
added when possible, making sure not to overwrite the max block size. If the maximum
block size is overwritten, which could happen if the strings are too long, the dataset will
not be compressed with FSST+, and an exception will be thrown. The alternative to this
is to still compress that individual string fully without doing a prefix jump-back, but that

will not be explored in this thesis.

5.2.5.2 Writing the Compressed Data Structure

Once the sizing phase completes, the FSSTPlusCompress function uses the calculated
metadata to write the actual compressed data structure. The process begins by allocating
a buffer large enough to hold the maximum possible compressed size, then systematically
writes each component of the data structure.

FSSTPlusCompressionResult FSSTPlusCompress(const size_t n, const std::vector<
<~ SimilarityChunk> &similarity_chunks, const CleavedResult &cleaved_result
— , fsst_encoder_t *encoder) {
FSSTPlusCompressionResult compression_result{};

compression_result.encoder = encoder;

// Allocate the maximum size possible for the corpus

size_t max_size = CalcMaxFSSTPlusDataSize(cleaved_result);
compression_result.data_start = new uint8_t[max_size];
/ *

* >>> WRITE GLOBAL HEADER <<<

*

* To write num_blocks, we must know how many blocks we have. But first,
— let's

* calculate the size of each block (giving us also the number of blocks),

* allowing us to write block_start_offsets[] and data_end_offset also.

*/

FSSTPlusSizingResult sizing_result = SizeEverything(n, similarity_chunks,

<~ cleaved_result);
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20 uint8_t* global_header_ptr = compression_result.data_start;

22 // Now we can write!

23 // A) write num_blocks

24 size_t n_blocks = sizing_result.block_sizes_pfx_summed.size();
25 Store<uint16_t>(n_blocks, global_header_ptr);

26 global_header_ptr += sizeof (uintl6_t);

27

28 // B) write block_start_offsets[]

29 for (size_t i = 0; i < mn_blocks; i++) {

30 size_t offsets_to_go = (n_blocks - i);

31 size_t global_header_size_ahead =

32 offsets_to_go * sizeof(uint32_t) + sizeof(uint32_t);
33 const size_t total_block_size_ahead =

34 i == 0 7?7 0 : sizing_result.block_sizes_pfx_summed[i-1];

36 Store<uint32_t>(global_header_size_ahead + total_block_size_ahead,
37 global_header_ptr);
38 global_header_ptr += sizeof (uint32_t);

11 // C) write data_end_offset

12 Store<uint32_t>(sizing_result.block_sizes_pfx_summed.back() + sizeof(
< uint32_t),

43 global_header_ptr);

44 global_header_ptr += sizeof (uint32_t);

16 // >>> WRITE BLOCKS <<<

17 for (size_t i = 0; i < sizing_result.wms.size(); i++) {

48 next_block_start_ptr = WriteBlock(mext_block_start_ptr, cleaved_result,
— sizing_result.wms[i]);

19 }

51 compression_result.data_end = mnext_block_start_ptr;

52 return compression_result;

Listing 5.10: Global Header Writing

The global header calculation requires careful offset arithmetic. Each block_start_offsets[i]
entry must account for the remaining header size (number of remaining offsets plus the
data_end_ offset) and the cumulative size of all previous blocks. This ensures that during
decompression, each offset points to the exact beginning of its corresponding block.

After writing the global header, the system iterates through each block using the pre-

calculated BlockWritingMetadata to write the block header, prefix area, and suffix area
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in the correct format. The WriteBlock function handles the intricate details of laying out
jump-back offsets, prefix length indicators, and compressed string data according to the
data structure specification.

This two-phase approach ensures that the compressed data structure is written correctly
while maintaining optimal packing efficiency. The sizing phase provides the necessary
metadata to eliminate guesswork during the writing phase. At the same time, the separation
of concerns makes the implementation more maintainable and allows for future optimizations

in either phase to be made independently.

5.3 Results

On most datasets, FSST+ does not show a significant improvement, remaining largely
unchanged. That is because a prefix-like structure is found in only a small number of
columns. In total, after filtering all dataset columns on them being STRING type, average
length > 8, FSST compression factor being at least 2x better than DICT, and keeping
all ClickBench columns, 246 columns were left, benchmarked on and analyzed for their
compression factor using different variations of the algorithm, and their runtime was
compared to that of normal FSST.

Including all results would be too extensive for this report. Therefore, the analysis
will focus on a representative set of prefix-heavy columns to demonstrate the algorithm’s
effectiveness where it is most applicable. This focused approach mirrors the practice of
modern analytical databases like DuckDB, which use adaptive compression frameworks. In
such systems, multiple compression algorithms are evaluated on a per-column basis, and
the best-performing one is selected. The objective of FSST+ is not to supplant existing
methods universally, but to provide a superior, specialized option for the common and
important case of prefix-rich string data. Its success, therefore, is measured by its ability to
significantly outperform baselines on these target columns, making it a valuable addition

to the database’s compression toolkit.

5.3.1 Quantifying Prefix Compression Potential

To select prefix-heavy columns, we empirically examined the string content of each column
along with their LCP (Longest Common Prefix) distribution. Specifically, the process
involved selecting only the first 100,000 rows of each dataset, retaining only the unique
values, sorting those values, and then calculating the LCPs for all columns. This approach

was applied to the filtered set of 246 columns.

55



5. DYNAMIC PROGRAMMING SOLUTION

The result of this analysis can be summarized on the following table, displaying the top

15 most prefix heavy columns:

Table 5.1: Mean Longest Common Prefix (LCP) on Various Datasets

Dataset Column Mean LCP
NextiaJD/glassdoor.parquet::jobdescription 124.79
NextiaJD/Reddit_ Comments_ 7M_ 2019.parquet::perma- 73.56
link

PublicBIbenchmark /IGlocations2/IGlocations2 2.par- 72.50
quet::url

NextiaJD/glassdoor.parquet::headerapply Url 64.18
clickbench.parquet::URL 59.12
clickbench.parquet::Original URL 57.42
clickbench.parquet::Title 54.00
clickbench.parquet::Referer 52.80
NextiaJD /news-week-18aug24.parquet::source_ url 41.74

PublicBIbenchmark /Euro2016/Euro2016__1.parquet::150 38.34
Russians behind much of violence in Marseille ahead of Euro
2016 England-Russia match..https://t.co/QyOsO0rele via
@BBCBreaking
PublicBIbenchmark/Corporations/Corporations_ 1.par- 37.98

quet::null__10

CyclicJoinBench /SNB3-parquet /organisation.parquet::url 36.85
PublicBIbenchmark/MLB/MLB_ 67.parquet::Javier Guerra | 35.61
grounds out, first baseman Jonathan Freemyer to pitcher
Bret Dahlson.

NextiaJD/github__issues.parquet::issue__url 33.68
CyclicJoinBench /SNB3-parquet /tag.parquet::url 33.57

The columns above are prime candidates where FSST+ could outperform standard FSST.
This expectation is based on the following cost-benefit analysis:

In FSST+, representing a suffix’s shared prefix requires a fixed overhead of three bytes:
one for the prefix_length and two for the jump_back_offset. Conversely, standard
FSST must encode this prefix using its symbol table. In the most optimal scenario, FSST
can compress an 8-byte substring into a single 1-byte code. Therefore, to compress a

24-byte prefix, standard FSST would require, at minimum, three codes, costing three
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bytes. This establishes a theoretical breakeven point: any shared prefix longer than 24
bytes represents an opportunity for FSST+ to achieve a higher compression ratio. (This
is disregarding storage overheads such as headers and the symbol table. In reality, the
breakeven point is a bit higher to make up for the global header, block header and symbol
table).

One important caveat to this analysis is that FSST+ performs sorting in batches of 128
elements, in contrast to the global sorting applied here. As a result, the actual compression
performance of FSST+ may fall somewhat short of the expectations suggested by Table
However, for the sorted dictionary variant (Sorted DICT FSST+), this limitation of local
batch sorting does not apply. In these cases, the expectation of achieving a high compression
ratio remains well-founded.

Given that these prefix-rich columns exhibit a mean LCP significantly greater than this
24-byte threshold—starting from 33.57—we anticipate that FSST+ will yield a notable
improvement in compression factor on them. While actual performance will depend on the
specific symbol table generated and the distribution of string lengths, this analysis provides

a strong theoretical justification for their selection and the expected performance gains.

5.3.2 Column Selection and Considerations

From these top 15 columns, the analysis in this section will focus on the performance of
the following 7, as we chose to conduct an in-depth examination and therefore limited the

scope rather than covering all columns.
o NextiaJD/Reddit_ Comments_7M_ 2019.parquet::permalink
o PublicBIbenchmark/IGlocations2/IGlocations2 2.parquet::url
o NextiaJD/glassdoor.parquet::headerapplyUrl
« clickbench.parquet::URL
o clickbench.parquet::Title
 clickbench.parquet::Referer
o NextiaJD/github__issues.parquet::issue_ url

The top column with the highest mean LCP, job_ description, has very long strings, with
an average length of 3378. That was causing issues when running the algorithm, so that

column is excluded from the benchmarking.
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Each of these columns will be evaluated for compression factor using all of the following

algorithms:

Basic FSST

o FSST+ (With dynamic programming)

¢ Dictionary Encoding

o DICT FSST (Compressing the dictionary with FSST)

o DICT FSST+ (Compressing the dictionary with FSST+)

o Zstd (with 64kb block size)

Lz4 (with 64kb block size)

It is essential to note that, to ensure a fair and accurate comparison, the reported
compression factors take into account the storage overhead required for random access. For
FSST+, the global header contains an array of block_start_offsets which are stored
as 32-bit unsigned integers. We calculate the potential space savings from bit-packing
this array (bit-packing is explained in detail Section . The minimum number of bytes
required to store one such offset is determined by the total number of blocks, specifically
ceil(log2(number_of_blocks)). Then we multiply the result by the number of blocks to
get the total size of the bit-packed offsets. The difference between this optimized bit-packed
size and the default 32-bit size is calculated and subtracted from the total compressed size
of FSST+, reflecting a practical implementation optimization.

Conversely, the standard FSST algorithm does not inherently return an offset array
for access to each string. To create an equitable comparison with FSST+, we must add
the storage cost of the string offsets to the basic FSST compressed size. Therefore, after
summing the sizes of the compressed strings and the symbol table for basic FSST, we
add the calculated size of a hypothetical bit-packed offset array. The size of this array
is computed as the total number of strings multiplied by the minimum number of bytes
needed to store an index for each string. This adjustment ensures that the compression
factors reported for both FSST and FSST+ reflect the total storage footprint required to

provide the same functionality.
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5.3.3 Per-column Analysis

Let us take a look at how the algorithm performs on the ClickBench URL column.
ClickBench URL is a very prefix-heavy and duplicate-heavy column. We can validate that

it is duplicate-heavy by analyzing the compression factor of dictionary encoding, which

reaches a value of 4.18.
To validate that it is duplicate-heavy, we can take a look at the LCP distribution:

LCP Length Values Over Dataset
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Figure 5.5: ClickBench URL LCPs
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LCP Length Values Distribution (Violin Plot)

LCP Length Distribution

LCP Length (characters)

Figure 5.6: ClickBench URL LCPs Violin Plot

The violin plot tells us the mean of all LCPs is 55.5 characters long. That’s a lot of
shared characters, and there are also many outliers on the longer side. That means there
is significant of potential for de-duplication of prefixes.

Now, on to the results themselves:
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Dataset: clickbench

Column: URL
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Figure 5.7: ClickBench URL Column Results

We can see that Basic FSST has the worst compression factor out of all algorithms
tested. Following it is FSST+, more than doubling the compression factor (from 1.78
to 3.78). Then we have the dictionary, which performs even better than FSST+. That
is because the Clickbench URL is very duplicate-heavy, with 81.82% of the values being

duplicates. To compensate for that, we measure the compression factor of compressing
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the dictionary with Basic FSST compared to compressing it with FSST+. We see a clear
23.10% improvement, from 6.32 with DictFSST to 7.78 with DictFSST+. That tells us
that, regardless of the compression factor gained by duplicates, we still gain compression
by de-duplicating actual substring prefixes.

Furthermore, by first sorting the dictionary and then applying FSST+, we see the com-
pression factor reaches its highest at 9. The highlight of these results is that DictFSST+’s
compression factor is 34.13% better than that of zstd, and is 69.50% better than 1z4’s.

As for the runtime, as expected, we see linear scaling of the FSST+ dynamic programming
solution, but at a faster rate than that of Basic FSST. With 100k elements, FSST+ is 3.54

times slower than FSST, a significant slowdown, but still within reasonable bounds.
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Figure 5.8: ClickBench Title Column Results

ClickBench Title has, like clickbench URL, lots of duplicates, and substring prefixes
as well. It contains substantially longer strings, with numerous Russian characters that
are frequently composed of multiple bytes. Here we see that the compression gain is
significantly higher than that of URL, doing well over 2x of basic fsst. That makes sense,

as with longer strings comes more savings. The mean string size is 134, compared to 73
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from the URL.
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6 1
& 1
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69 1 D%3DASmS Y2Q% 3D%26biw %3 Db SMj! T OTQSNE
70 L10QXyTrY XofoPjY 7ul Y-cTd8S1%26UP%3D1
n L10QXyTrY XofoPj¥ 7ul Y-cTdSS1%26UPS3D1
72 1 aspxcall
n 1 asprreall
7 L10QXyTrY XofoPj¥ 7ul Y-cTdSSI%26UP3D1
g L10QXyTrY XofoPj¥ 7ul Y-cTdSSI%26UP3D1
6 1 aspxeallru

n 1 aspxicall.ru

Figure 5.9: ClickBench Referer Column Results
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5.3 Results

Dataset: github_issues
Column: issue_url

Compression Factor (100k rows) Runtime Scaling

M basic_fsst

M fsstplus

M dictionary

W dictfsst
dictfsstplus
sorted_dictfsstplus

MW zstd
1z4

—e— basic_fsst (runtime)
—e— fsstplus (runtime)

Compression Factor
Runtime (ms)

o — —

40k 60k 80k
Amount of Rows

Algorithm
String Length Stats

Statistic Value

count 100000

*https://github com/Microsoft/pxt /issues/2543° mean 5360344

ic. std 778475

min 5

25% 48
50% 52
5% 58

max. 138

Figure 5.10: NextiaJD github_issues issue_url Column Results
At first look, the results for the issue url column seem unexpected, as from a quick look

at the first couple of strings, we see long repeated substrings, so the compression ratio

should be better. But if we look further into the datasets, we see this:
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issue_url
t i al/nyaafissues/393"
"https://github. il o/RetroArchi: /5246"
. Haithub, . ixfissues/1"
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t i ernandLobaina/MOB. ME/i: 3"
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"https://github.com/jonascarpay/phycs/issues/3"
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//github uslanys/ ic/issues/20"
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"https://github.com/martip23/martip23.github.io/issues/1"
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"https://github.com/JadedPacks/AS2Configsfissues/27"

t ://github. its|i 30
pner/dotfi issues/10"

htt 525
"ht ithub.com/topep 21

"https://github.com/JuliaDiff/TaylorSeries.jl/issues/123"

"https://github.com/dvillacis/COIToolbox/issues/2"

Figure 5.11: Github Issues Issue Url Data

This is a frequent pattern in most of the dataset, so lots of strings share "https://github.com/
which is 20 characters long and can be represented with three codes by FSST. To use a
prefix, we need 3 bytes, one for the prefix length and two for the offset, so there would be
no compression gain in this case.

Let’s take a look at the distribution of LCPs (shared prefix length for consecutive

elements) for this dataset:
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5.3 Results

GitHub Issue URLs: Largest Common Prefix Analysis
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Figure 5.12: Github Issues Issue Url LCP distribution

On the top chart, we see the LCPs for the first 10k values. We observe numerous

consecutive regions with an LCP length of 20. On the barchart, we see that 90k of 100k

values are 20. That explains the performance on this dataset.
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Dataset: glassdoor
Column: headerapplyUrl

Compression Factor (100k rows) Runtime Scaling
basic_fsst
fsstplus
dictionary
dictfsst
dictfsstplus
sorted_dictfsstplus
B zstd
124

—e— basic_fsst (runtime)
—e— fsstplus (runtime)

Compression Factor
Runtime (ms

60k

Amount of Rows

Algorithm

Sample Data String Length Stats

Value

Ipartner/jobListing. Y_START&s= WeSedesro=GD_TOB_VIEW&vi=whan=] &eas] &es=1_8feckleblob=15T341454907...

Ipartner/jobListing h d D_JOB_VIEW 71 Li

mtncrfjohl o i JOB_VIEW. jobListi 803871
fpartncrfjobListing him?pos=101&30=38927 i D_JOB_VIEW. 73414549121 &jobListi 5 150

rinerfjobListi i JOB_V! 1454905 2&jobLi 160

Ipartner/jobListing h i D_JOB_VIEW jobListi 131 160

riner/jobListi i bbSed3a75d 798 JOB_V 3 i 749 160
Ipartner/jobListing h i D_JOB_VIEW 14 b &jobListingld=3177970250 186

rincrfjobListi i iD_JOB. 19135841 &cb=15734 14549829 jobListingld=3296800559
Ipartner/jobListing h id b3dsre=GD_JOB_VIEW. 1_4e97 ldeichs 3l is 42976

wincrfjobListing b id: D _JOB_VIEW,

Ipartner/jobListing h A&1gt=APPLY_START. i D_JOB_VIEW 734145498

rinerfjobListing h 7 id 4 D_JOB_VIEW 3 368jobListingld=3 3

Ipartner/jobListing. &an=4371494s=" i 721 JOB b38db] 958 ch=15734145500294 jobListingld=3370128930
rinerfjobListing h 283 i 85T, D_JOB_VIEW 7 i ingld

Ipartner/jobListing. i 456&sre=GD_JOB_V] 573414

fpartncrfjobListing him?pos=101&a0-4 1 i D_IOB_VI bei
rinerjobList i JOB, &jobListingld=3334131702

Ipartner/jobListing h PPLY_START. d D_JOB_VIEW 9ab46b2bdech=157341455060..

rinerfjobListi i 1581 50a0e50b388a b sre=GD_JOB_V 3 i 7973

Ipartner/jobListing.h D_IOB_VIEW o

rinerfjobListi i JOB_V beSHE8 1 &cb=1573414

Ipartner/jobListing him?pos=101&a0=481277; i iD_JOB_VIEW, 573 jobListingld=3178065105

rinerfjobListi i 2bcTafdcdcTI0N JOB_V 490&jobLi 482078

Ipartner/jobListing h i D_JOB_VIEW 734145515394 jobListi 4

Figure 5.13: NextiaJD glassdoor headerapplyUrl Column Results
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Dataset: IGlocations2_1

Column: hitp: nt.cdninstagram.com/hphotos-xat1/t51.2885-15/e15/11098260_1656911521197 8228981_n.jpg
o} «-= 0
Compression Factor (100k rows) Runtime Scalin
W basic_fsst
W fsstplus
100 W dictionary
W dictfsst
dictfsstplus
. 80 sorted_dictfsstplus
£ = W zstd
5 2 24
5 r 50 —e— basic_fsst (runtime)
2 E —e— fsstplus (runtime)
2 €
g 2
5] 40
20
& 40k 60k 80k 100k
Amount of Rows
Algorithm
Sample Data String Length Stats
Row Value Statistic Value
1 p i 451 1386512, _1956552709_n jpg count 1060000
F i P 3267 1676666009 _njpg mean 105 64725
3 1/451.288: 771 _630160900_n.jpg std 508403
4 p i (pf1/151.288 1945 1093470920 _n jpg min o8
s 1116730_ E _1675240738_n.jpg. 25% 103
3 1055956_155 1689228549 _n.jpg 50% 104
7 hitps:ifscontent cdninstagram com/hphotos-xpf1/t51 2885-15/e15/10986274_571136989688233_742204334 _n jpg 75% 105
g . 5 1A 1 288 741 31_870740799_njpg = =
9 i 451 1420908 _1593447304244038_243741329_n.jpg
10 i 1142944 _1 1585029996 _n jpg
un p i 1451 288: 26| 3439513_1573757452_n.jpg
12 p i 1451288 26_1 3439513_1573757452_n.jpg
13 i 389786 854305925 n.jpg
14 i 380786 854805925 _n jpg
15 P i tf1/151 288 4 2019078877 _njpg
16 P | 2019078877 _njpg
17 i )| 1247771305 _njpg
18 i | 1247771305 _njpg
19 P i 1/151.2885-15/c15/11049441_1547382062217804_2096125851
0 - i st 1274318 1960924367 jpg
2 i As1 1380059 _457662260_n jpg
n i -xaf L5 1 2885-15/c15/11246086_870480653031522_1912174294_n jpg
3 p i 15128 382 31 1418703890 _n jpg
24 i 451 1326815_937870912918557_S60386987 _n.jpg
25 i As1 1326815_937870912918557_860386987_n.jpg

Figure 5.14: PublicBIbenchmark IGlocations2 url Column Results
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Dataset: Reddit_Comments_7M_2019

Column: permalink

Compression Factor (100k rows) Runtime Scaling
basic_fsst
fsstplus
dictionary
dictfsst
dictfsstplus
sorted_dictfsstplus
B zstd
124

—e— basic_fsst (runtime)
—e— fsstplus (runtime)

Compression Factor
Runtime (ms’

60k

Amount of Rows

Algorithm

Sample Data String Length Stats

Value Statistic Value

Inleagucoflcgends/comments/ab8wps/whats_the_bestfunnicst_insults_youve_ever_heard/eczayvu/ count 100000

I1{GlobalOffensive/comments/aaz#§/thorins_top_20_csga_storylines_of 2018 _part 1 201 eczaz0S/ mean BO.70309

Inhiphophcads/comments/ab966a/machine_gun_kelly_rcignites_eminem_becf_fuck_rap/cczazbll/ s 1105123

min

Inleagueoflegends/comments/aba6t3i_playcd_over_1000_games_of_aram _in_scason_§_andieczazgd/ 5%

In/Android/comments/ab37f1 fwhats_the_point_of_having_phones_with_fgb_to_10ghfcczazgj/ 0%

IMechani ived_the_wrong_switches_from/eczazgt/ 75%

IGlobalOffensive/commentsiabatlyfi_smoked_window_from_apps_and_im_proudieczazpe! max

Inlleagueofle gends/comments/abemhkiso_no_your_year_in_review_for_this_year/eczazq®
IriCalPolylcomments/aadicz/coop_and_federal loan_grace_periodieczarwg/
Inlleagueoflegends/comments/ab8wps/whats_the_bestfunniest_insults_youve_ever_heard/eczazxc/
/GlobalOy ik:_deleted

InGlobalOfiensive/comments/abatly/i_smoked_window_from_apps_and_im_proud/eczbiSm/

h fire_in_the_booth

Irhiphopheads/comments/ab8ns8/layzie_bone_admits_his_feelings_are_hurt_it_hurts/ccabliag/

skin_of

Irfindicheads/comments/ab33h1 underrated_albums_of 2018 as_dctcrmined_by_yowleczblio6!

IniAndroid/comments/abag93/okay_google_what_happened_linus_tech_tips_pixclicczhlsy/
Inlcagucoflc gends fcomments/sb7(0ffbanncd _for_14_days_duc_lo_mistaken_idenityjeczblti/
In/Andrid/commeats/abag93/okay_gongle_what_happened_linus_tech_tips_pixcl/eczh0z/
Inlesgucoflcgendsfcomments/aatébfinew_player_looking_for_warst_character/cczb1fis/
In/Andrid/commeats/abag93/okay_gongle_whai_happened_linus_tech_tips_pixclicczb18v/
Inleagucoficgends/comments/sb8wps/whats_the_bestfunnicst_insults_youve_ever_heardieczblcs/
IriAndroid/comments/ab2dh8/beware_of_pert_out_scam_scary_threat_to_your/eczblcd/

Irimalefashionadvice/comments/abegoc/is._this_ak/eczblev/

Figure 5.15: NextiaJD Reddit_ Comments 7M_ 2019 permalink Column Results
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5.3.4 Aggregated Analysis

Let us analyze all the results above, aggregated in a box plot, where the dotted line shows

us the mean:

Overall Compression Factor Distribution (100k rows)

dictionary | ||

basic_fsst
dictfsst }—| | I |

dictfsstplus

sorted_dictfsstplus }—‘ ‘ ]

1z4

2 4 6 8 10 12 14

Compression Factor

Figure 5.16: Compression Factor Box Plot - Dynamic Programming
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Runtime Distribution In ms(100k rows)

basic_fsst l— —|

fsstplus . |. {

1z4

zstd

0 50 100 150 200
Runtime In ms

Figure 5.17: Compression Runtime Box Plot - Dynamic Programming

Below are the documented figures measured. (For dictionary variants, the compression
ratios were theoretically measured by using DuckDB and SQL to pre-process the dataset,
keep only distinct values, and run the algorithms on that; therefore, no runtime was

measured.)

Table 5.2: Dynamic Programming Performance On Prefix-Rich Datasets

Algorithm Mean Mean
Compression | Runtime (ms)
Factor

basic_ fsst 2.16 48.49

fsstplus 3.7 126.43

dictfsst 4.64 -

dictfsstplus 5.49 -

sorted dictf- 6.65 -

sstplus

1z4 3.62 17.26

zstd 5.07 48.26

On the selected prefix-rich datasets, the analysis reveals that:

e Compared to Basic FSST, FSST+ provides on average:
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— A 70% improvement in compression factor

— With a 2.6x slower compression time
e DICT FSST+ provides on average:

— Compared to FSST

* A 155% increase in compression factor

* Potentially reaching 207% by sorting the dictionary beforehand
— Compared to DICT FSST:

x A 19% increase in compression factor

* Potentially reaching 43% by sorting the dictionary beforehand
— Compared to Zstandard:

* An 11% increase in compression factor

* Potentially reaching 31% by sorting the dictionary beforehand

These results demonstrate that the dynamic programming solution is well-suited for
finding ideal prefixes in a corpus within a reasonable time, outperforming LZ4’s compression
ratio on average for this class of data. Furthermore, DICT FSST+ and its sorted variant
show remarkable compression factor potential, with the sorted version consistently beating

zstd on average for these prefix-rich datasets.

5.3.5 Aggregated Full DICT FSST+ Analysis

It is also interesting to observe how DICT FSST+, and especially Sorted DICT FSST+,
behave on all columns without selecting for prefix-richness. The maximum number of rows
for this benchmark was limited to 100k.

Here is a box plot for the compression factor on all columns where FSST’s compression

factor is twice that of dictionary encoding. There are 246 of those.
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Compression Factor Boxplot (For columns where FSST is 2x Better Than DICT)

[ dictfsst

d_dictfsstpl L : | [ dictfsstplus
ictfsstplu !
sorted == ] Po e : . ° -t ° [ sorted_dictfsstplus

dictfsstplu -

dictfsst - .

0 2 4 ] 8 10 12 14

Compression Factor

Figure 5.18: Compression Factor Box Plot For Columns Where FSST Is 2x Better Than Dict

We observe several outliers, with the highest value achieved by Sorted DICT FSST+.

Zooming in:

Compression Factor Boxplot (For columns where FSST is 2x Better Than DICT)

[ dictfsst
‘ | i ] | [ dictfsstplus
dictfsstplu: H
sorted_ I ‘ ' | 1 [0 sorted dictfsstplus

— | [ | ‘

dictfsst | } | I } |

0.5 1 1.5 2 2.5

Compression Factor

Figure 5.19: Compression Factor Box Plot For Columns Where FSST Is 2x Better Than
Dict Zoomed In

We observe a clear gain in the mean compression factor (the dotted line) for Sorted
DICT FSST+ compared to its non-sorted counterpart and to DICT FSST. What we can
also notice is that the median remains relatively unchanged, while the mean is higher.
That means a small amount of results is skewing the mean, which makes sense, since not
every dataset has prefixes so that most datasets will show no gain.

Now, here is the box plot for all columns where the previous filter condition does not
hold, i.e., where FSST’s compression factor is not twice that of dictionary encoding. There

are 599 of those.
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Compression Factor Boxplot (For columns where FSST is NOT 2x Better Than DICT)

[ dictfsst
} i [ dictfsstplus

sorted_dictfsstplus © e .. - i [0 sorted_dictfsstplus

dictfsstplus } . . . .. o o
dictfsst H:l—ﬁ.—- cmmesmrs mem o s0 o ee s me

Compression Factor

Figure 5.20: Compression Factor Boxplot For Columns Where FSST Is NOT 2x Better Than
Dict

Here we see very extreme compression factor values, which make sense since dictionary
encoding performs well in these columns. The mean compression factor of DICT FSST
here is 4015, whereas for both DICT FSST+ and Sorted DICT FSST+, it is 766. Among
these columns, there is not much gain to be had for DICT FSST+ and its sorted variant.

5.4 Experiments

This section documents additional experiments conducted to achieve the solution presented
above.
5.4.1 Different Block Sizes

Before deciding to stick with the block size value of 128, different values were experimented
with, running benchmarks with block sizes of 64, 128, and 192. Here are the results (among

prefix-rich columns) with a block size of 64 elements (the dotted line showing the mean):
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Overall Compression Factor Distribution (100k rows)
basic_fsst I

fsstplus

dictfsstplus }—{ | } I
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Compression Factor

Figure 5.21: Blocksize 64 Compression Factor Box Plot

Runtime Distribution In ms(100k rows)
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fsstplus
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Runtime In ms

Figure 5.22: Blocksize 64 Compression Runtime Box Plot

Here are the results with a block size of 192:
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Algorithm

Overall Compression Factor Distribution (100k rows)

dictionary

basic_fsst

fsstplus

dictfsst

dictfsstplus
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Figure 5.23: Blocksize 192 Compression Factor Box Plot

Runtime Distribution In ms(100k rows)

basic_fsst

fsstplus
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Runtime In ms

150 200

Figure 5.24: Blocksize 192 Compression Runtime Box Plot

Summarizing the results in a table:
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Table 5.3: Performance comparison of different block size values

Algorithm Mean Mean Efficiency
Compression | Runtime (ms) | (Compression
Factor Factor
Divided By
Runtime)
basic_ fsst 2.16 48.49 0.04454526707
fsstplus 3.55 104.72 0.03389992361
blocksize64
fsstplus 3.70 126.43 0.02926520604
blocksize128
fsstplus 3.78 152.99 0.02470749722
blocksize192

By plotting this data, we get the following;:
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fsstplus blocksize64 fsstplus blocksize128 fsstplus blocksize192

Algorithm

Figure 5.25: Compression Factor and Runtime per Blocksize

If we observe the general trend of the plot, we see that the compression factor approaches
a plateau as the block sizes increase. At the same time, the runtime continues to scale,

increasing in a slightly accelerating fashion. This makes sense, as the dynamic programming
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algorithm runs per block and scales quadratically. Therefore, by increasing the block size,
the runtime should continue to increase at a faster rate until reaching a block size of n
(with all elements), resulting in a quadratic time complexity across all elements.

As we can see, the most cost-effective bang-for-your-buck approach out of the three
tested is block size 64, with an efficiency value of 0.0339; however, in this case, we don’t
achieve as high a compression factor.

Looking at the other extreme, with a block size of 192, we get diminishing returns, as
shown by a sharp drop in efficiency, down to 0.0247.

The trade-off of a slightly increased runtime for a significantly improved compression
factor led to the choice of a balanced configuration with 128 elements per block. The main
advantage of FSST+ is its high compression factor for specific datasets, which is where
the emphasis lies. This setting achieves an acceptable efficiency of 0.029, a high mean
compression ratio, and a runtime approximately 2.6x that of basic_fsst.

It is important to note that this block size is a tunable parameter. Practitioners applying
the algorithm in different contexts may choose to adjust this value to better suit their
specific performance or compression requirements, depending on the characteristics of their

data and workload constraints.

5.4.2 Two Symbol Tables, Pre-Compression, and Longer Prefixes

A key design decision in FSST+ is how to apply FSST compression to the cleaved prefixes
and suffixes. One approach is to use two separate symbol tables, one trained specifically
on the set of prefixes and another on the set of suffixes. This could theoretically improve
compression by creating more specialized tables. The alternative is to use a single, unified
symbol table trained on a sample of the combined corpus of prefixes and suffixes.

To evaluate this trade-off, both approaches were benchmarked and compared. The
two-symbol-table variant did not yield significant benefits. Across all benchmark columns,
the largest compression factor gain was a mere 3%. At the same time, it offered no
improvement in most datasets and, in some cases, resulted in a slightly worse compression
ratio (a decrease of approximately 2%). The average compression factor across prefix-rich
datasets for the two-symbol-table variant was 3.694, compared to 3.696 for the single-table
variant. Given these negligible gains, the single-table approach was selected as the default.
It avoids the complexity and overhead of creating, managing, and storing a second symbol
table with the compressed data.

This section further documents findings from related experiments exploring this design

choice, alongside other optimizations:
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e fsstplus_onest

— Using one symbol table for compressing both prefix and suffix after determining

the prefixes.
e fsstplus_twost
— Using two symbol tables for compressing prefix and suffix separately.
e fsstplus_onest_compressbefore

— Using one symbol table for compressing the entire strings right away, and then
determining prefixes by running the dynamic programming algorithm on the

already compressed data. This is the variant used in Section
e fsstplus_longerprefix_onest_compressbefore

— A variant of the previous algorithm, but in this case, suffixes in a chunk can use
different lengths of a single prefix, sometimes re-using the same prefix instead of
writing a new one. This makes each prefix that is written more valuable, as we
would not need to write a new prefix if it is a sub-string of an already written

prefix.
e fsstplus_longerprefixnocmp_onest_compressbefore

— A variant of the previously described algorithm but with no early pruning

attempts.

The variants above test two fundamentally different strategies. The first, exemplified
by fsstplus_onest and fsstplus_twost, involves first identifying prefixes in the raw
data and then compressing the resulting prefixes and suffixes. A more advanced strategy,
used in fsstplus_onest_compressbefore, is to apply FSST compression to the entire
dataset at the very beginning and then run the dynamic programming algorithm on the
already-compressed byte streams.

This “compress-first” approach introduces several important trade-offs. On one hand,
it simplifies the pipeline by eliminating the Cleaving step, which is no longer needed to
separate data for the FSST API. More significantly, it allows for much longer effective
prefixes. When working with raw strings, a prefix length is limited to 120 bytes to avoid its

worst-case FSST-compressed representation exceeding the 255-byte limit of the uint8_t
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length field. By operating on pre-compressed data, we can define prefixes up to 255
compressed bytes long, capturing much larger redundancies.

On the other hand, this method adds complexity to the dynamic programming stage.
The LCP calculation must be careful not to split FSST’s escape code (byte 255) from
its subsequent literal byte, as this would corrupt the meaning of the compressed stream.
Furthermore, the granularity of prefix matching is reduced. An optimal prefix in the
original data might end in the middle of an 8-byte FSST symbol; in such a case, the
algorithm will subtract 1 byte from the prefix, making it shorter and aligning with the
symbol boundary. This can lead to slightly less optimal chunking. The following results

explore the practical impact of these design choices.

Compression Factor Comparison for Clickbench Dataset

compressio

o

dataset_column

Figure 5.26: Clickbench Columns Experiments Results

Here we see that the fsstplus_longerprefix_onest_compressbefore variant is able
to achieve a higher compression ratio of 4.13 for the URL column, better than the previous
best result. Unfortunately, it takes orders of magnitude longer to run, roughly 20 times
the runtime of Basic FSST, making it infeasible for practical use. The
fsstplus_longerprefixnocmp_onest_compressbefore variant, which has no early prun-
ing, shows a slightly higher compression factor for URL but is many more orders of
magnitude slower and thus out of consideration. We also see a significant improvement for

the ‘Title’ column with fsstplus_onest_compressbefore. This is a direct consequence
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of the "compress-first” strategy. As explained, it allows for a maximum prefix size of 255
compressed bytes. This enables the algorithm to capture the very long repeated phrases
common in the ‘Title’ data, a capability that would be impossible if we were limited by

the theoretical worst-case expansion of uncompressed data.
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Figure 5.27: NextiaJD Glassdoor headerapplyUrl column experiments results

Here we see that fsstplus_twost shows a slight improvement in compression factor over
its single-table counterpart. However, the gain is not substantial enough to warrant using
it instead of the final selected variant, fsstplus_onest_compressbefore, which remains

fast and provides great compression factor results.
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Figure 5.28: NextiaJD github_ issues issue_ url column experiments results

For this column, there is mostly no gain or loss, even for the
fsstplus_longerprefixnocmp_onest_compressbefore variant, showing that the orders

of magnitude higher runtime tradeoff is not worth it once again.

5.4.3 Recursive FSST

Before committing to the more complex dynamic programming solution, a simpler, more
direct method for potentially improving compression was explored: Recursive FSST. This
approach investigates whether iteratively applying the FSST algorithm to its own output
can yield further compression gains. The core idea is to first compress the original string
corpus using a standard FSST pass, which generates a compressed byte stream and a
corresponding symbol table. Then, this resulting byte stream is treated as a new dataset
and is compressed again with a second, independently trained symbol table. This process
can be repeated for multiple passes. This experiment, while not directly related to the
dynamic programming or prefix-sharing logic, serves as an important baseline. It helps
to determine whether the residual patterns left in an FSST-compressed stream can be
further compacted by the same algorithm, or if a fundamentally different approach, such
as FSST+, is required to exploit other types of redundancy. To ensure a fair comparison,

the final compressed size for this recursive method must include the storage overhead of all
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symbol tables generated, as each one is required to reverse the multi-stage compression
process. This experiment was conducted on the URL, Referer, and Title columns from the

ClickBench dataset, with the results for up to four recursive passes shown in Table

Table 5.4: Compression Factor Comparison for Recursive FSST

Column FSST | 2xFSST | 3xFSST | 4xFSST | FSST+
clickbench.URL 1.79 2.03 2.09 2.09 3.78
clickbench.Referer | 1.68 1.84 1.87 1.87 3.32
clickbench.Title 1.87 1.94 1.95 1.95 4.29

The results clearly demonstrate a pattern of rapidly diminishing returns. While a second
pass (2x FSST) offers a marginal improvement over a single pass, subsequent passes yield
almost no additional benefit. For the clickbench.In the URL column, the compression
factor increases from 1.79 to 2.03 in the second pass, but only rises to 2.09 in the third
pass before plateauing completely.

These initial results might be influenced by the high number of duplicate strings in the
original clickbench datasets. For instance, in the clickbench.URL column, 81.82% of the
values are duplicates. This raises an interesting question: how does recursive compression
perform on a corpus of unique strings, where redundancy exists purely at the substring
level? To investigate this, we conducted a second experiment where we applied the same
recursive FSST technique to the dictionary of unique strings from each column, as described

in Section [4.2.1} The results are presented in Table [5.5

Table 5.5: Compression Factor Comparison for DICT Recursive FSST

Column DICT FSST | DICT 2xFSST | DICT 3xFSST | DICT 4xFSST | DICT FSST+ | Sorted DICT FSST+
clickbench.URL 6.33 6.96 7.09 7.13 7.78 9.01
clickbench.Referer 5.61 6.03 6.10 6.11 6.42 7.19
clickbench.Title 10.98 11.19 11.17 11.16 12.10 14.11

The findings from this dictionary-based experiment are similar to the previous one.
Applying a second pass (DICT 2x FSST) provides a noticeable improvement over a single
pass, but subsequent passes again show rapidly diminishing returns. For clickbench.URL,
the compression factor improves from 6.33 to 6.96, but only reaches 7.13 after four passes.
Interestingly, for the Title column, the compression factor slightly decreases after the
second pass. To investigate further why that is, we can first take a look at the symbol

table sizes. For the DICT 4x FSST run, the symbol table sizes were respectively 543, 284,
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272 and 272 bytes, together totaling 1,371 bytes, which is proportionally insignificant to
the total compressed size of 2,017,140 bytes for that run. If we recalculate the compression
factors, but this time ignore the overhead of the symbol table sizes for the Title column,
we get for DICT 2xFSST 11.19, for 3x 11.18 and for 4x 11.17. This leads us to the
conclusion that more than two runs of recursive FSST compression do not yield significant
improvements, not because of the symbol table overhead but because of the inner workings
of the algorithm itself.

While recursive dictionary compression shows some potential for slightly more compres-
sion, it consistently underperforms compared to the targeted approach of DICT FSST+.
In every case, DICT FSST+ achieves a higher compression factor than even four passes of
recursive FSST. Furthermore, the Sorted DICT FSST+ variant, which leverages lexico-
graphical ordering to maximize prefix sharing, significantly outperforms all other methods.
These results show that for prefix-heavy data, a purpose-built algorithm like FSST+ can
reach higher compression ratios than simply repeatedly applying FSST to its output.

However, it is important to recognize that the two approaches target different kinds of
redundancy. FSST+ is highly specialized, designed to find and eliminate shared prefixes.
A recursive FSST application, in contrast, is a generalist; in theory, it could identify any
frequent substring pattern remaining in the compressed stream, including those in the
middle or at the end of strings—areas that a prefix-only model would inherently miss. This
suggests a potential avenue for future research, though the trade-offs in performance and

the overhead of managing multiple symbol tables would need to be carefully evaluated.
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6

Hash Grouping Solution

To explore an alternative to the sort-based dynamic programming approach, a heuristic
method based on hash grouping was developed. The goal of this approach was to avoid
the O(n log n) sorting cost per batch by directly grouping strings with identical prefixes.
This chapter details the algorithm and its performance, ultimately demonstrating why the
DP-based approach remains superior.

The idea for this approach is that, by using hashing, we could avoid first have to sort
the strings, but can group them together if their prefixes hash to the same value, and at

the same time use a cost function to find good prefixes.

6.1 Group Data Structure

Before diving into the hash grouping algorithm, we need to understand the core data
structure used: the Group class. A Group represents a collection of strings that share
a common prefix of a certain length. This Group structure is now used, instead of the

”Similarity Chunks” from the dynamic programming solution.

1 class Group {
2 std::vector<uint8_t> indices; // Local indices (0-127) of strings in
— this group
bool can_go_further; // Whether we can extend the prefix
— further
uint8_t horizontal _offset; // Current prefix length being

<+ considered

¢ Public:
7 const int PREFIX_REFERENCE_COST_PER_ELEMENT = 2;

9 // Calculate compression gain from using this prefix length
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int calculate_gain() const {

if (indices.size() <= 1) return 0;

size_t n_elements_profiting = indices.size() - 1;
int gain = n_elements_profiting * horizontal_offset;
gain -= indices.size() * PREFIX_REFERENCE_COST_PER_ELEMENT;

return gain;

bool has_prefix() const {

return indices.size() > 1 && horizontal_offset > O0;

Listing 6.1: Group Class Structure

The key insight is that a Group with horizontal_offset = k means all strings in
this group share the same first k bytes. The calculate_gain() function computes the
compression benefit: we save k bytes for each string except one (which stores the actual
prefix), but pay the overhead cost of storing references to the prefixes (jump-back offset).
To support the new Group data structure, the Sizing and Writing code was restructured

and algorithmically refined, though we won’t delve into the details here.

6.2 Hash Grouping Algorithm

The hash grouping algorithm provides an alternative to the dynamic programming approach
that avoids the need for sorting. Instead of lexicographically ordering strings and then
finding optimal split points, it uses hashing to group strings with similar prefixes and

employs a recursive splitting strategy.

6.2.1 Algorithm Overview

Let’s take a look at the following Python Pseudocode:

def hash_grouping_algorithm(strings):
# Start with all strings in one group
initial_group = Group(
indices=1list(range(len(strings))),
can_go_further=True,

horizontal_offset=0

# Recursively split to find optimal grouping

optimal_groups = split_recursive(initial_group, strings)
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11 return optimal_groups

13def split_recursive(group, strings):
14 # Base cases: stop recursion
15 if len(group.indices) == 1 or not group.can_go_further:

16 return [groupl]

18 # Current best solution: keep group as-is

19 selected_groups = [group]

21 # Try subdividing this group

22 subdivided_groups = subdivide_group(group, strings)

2:

24 # Recursively split each subdivided group

25 for sub_group in subdivided_groups:

26 recursive_splits = split_recursive(sub_group, strings)

27

28 # For each split, try merging it with our current selection
29 for split_group in recursive_splits:

30 new_groups = merge_group(selected_groups, split_group)
31

32 # Keep the better option based on compression gain

33 if calculate_total_gain(new_groups) > calculate_total_gain(
— selected_groups):
34 selected_groups = new_groups

36 return selected_groups

38 def subdivide_group(group, strings):

39 # Hash strings based on 8-byte chunk at current offset
40 hash_map = {}
41 offset = group.horizontal_offset

43 For the index in the group.indices:

44 string = strings([index]

45

46 if len(string) >= offset + 8:

a7 # Hash 8-byte chunk starting at offset
48 chunk = stringl[offset:offset+8]

49 hash_value = hash(chunk)

50 else:

51 # Use remaining length as distinguishing feature
52 hash_value = len(string) - offset

53

54 if hash_value not in hash_map:

55 hash_map [hash_value] = []

56 hash_map[hash_value].append(index)
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# Create new groups based on hash buckets
new_groups = []

for hash_value, indices in hash_map.items():

can_continue = all(len(strings[i]) >= offset + 8 for i in indices)
next_offset = offset + 8 if can_continue else offset
new_group = Group(

indices=indices,
can_go_further=can_continue,
horizontal_offset=next_offset

)

new_groups .append (new_group)
return new_groups

def merge_group (selected_groups, new_group):
# Remove indices that overlap with new_group from selected_groups
# and add the new_group
new_indices_set = set(new_group.indices)

result = []

for group in selected_groups:
filtered_indices = [i for i in group.indices if i not in
<~ new_indices_set]
if filtered_indices: # Only keep non-empty groups
result.append (Group(filtered_indices, group.can_go_further, group.
< horizontal_offset))

result.append (new_group)

return result

Listing 6.2: Hash Grouping Algorithm (Pseudocode)

This approach eliminates the initial O(n log n) sorting step for each batch done for
dynamic programming, which can be significant for large datasets. However, the trade-off
is that this approach does not always find the globally optimal solution that dynamic
programming guarantees, as it employs a greedy algorithm in the merging step.

It will be executed on runs of 128 strings, the same as the dynamic programming approach
of Chapter |l By keeping it to runs of 128 strings, the data structures used to track, for

instance, hash keys used so far, are kept within a constrained range.
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6.2.2 Key Algorithmic Components

1. Hashing Strategy: Instead of comparing strings character by character, the algorithm

hashes 8-byte chunks at the current horizontal offset. This provides several advantages:
e Speed: Hashing is faster than byte-by-byte comparison, especially for longer strings
e Granularity: Processing 8 bytes at a time aligns well with modern CPU architectures

e Collision Handling: The linear probing hash table efficiently handles collisions

while maintaining cache locality

2. Recursive Splitting: The algorithm explores the space of possible groupings by

recursively subdividing groups. At each level, it:
o Maintains the current best grouping (selected_groups)
e Tries subdividing the current group based on the next 8-byte chunk
e For each subdivision, it recursively explores further splits

o Uses a greedy selection strategy, keeping improvements that increase total compression

gain

3. Cost Function Integration: The calculate_gain() function from the Group
class provides the optimization criterion. The algorithm continuously evaluates whether a

new grouping configuration provides better compression than the current one.

6.3 Results

6.3.1 Per-column Analysis

The results show the compression factor on the same prefix-rich columns selected at

Section with the following algorithms :
o Basic FSST
o FSST+ (With Hash Grouping)
e Dictionary Encoding
o DICT FSST (Compressing the dictionary with FSST)

o DICT FSST+ (Compressing the dictionary with FSST+)
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o Zstd (with 64kb block size)
o Lz4 (with 64kb block size)

The same bit-packing considerations mentioned at Section [5.3.2| apply.
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Figure 6.1: ClickBench URL Column Results
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Figure 6.2: ClickBench Title Column Results

94

basic_fsst

fsstplus

dictionary

dictfsst

dictfsstplus

sorted_dictfsstplus
W estd

Iz4

—e— basic_fsst (runtime)
—e— fsstplus (runtime)




6.3 Results

L Chill file:/{Users/yanlannaalexandre/Desktop/plotsfv4scaling_7_hashgroup_gainfrelevant_results.html Chill
Dataset: clickbench
Column: Referer
e «=m
Compression Factor (100k rows) Runtime Scaling
7 B basic_fsst
1 M fsstplus
M dictionary
6 140 M dictfsst
dictfsstplus
E 5 120 - sorted_dictfsstplus
g . zstd
i g N 1z4
E 4 :: —s— basic_fsst (runtime)
ﬁ E & —e— fsstplus (runtime)
= [=
e E
3 60
2
40
L 20
0 24 40k 60k 80k 100k
£
Amount of Rows
Row Value String Length Stats
16 Bitps://go.mai Vonline/s lingvol10 price ‘page xml
17 hitps://go. Lonline/s lingvol#10 price_ashkafravd/pag xml Statistic Lt
18 hitp: //saint-pete 1000 i Ifserial_id=0&input_ ru/yandex ru/GameMain aspx ?mult}/on/order... T 0ty
19 hitp://saint-pet 1000 i i g rufyandex ru/GameMain aspx? e TBHARY
20 hitp:/ftambov.irr.ru/cgi-binnews/page.aspx std 6130171
21 hitp:/ftambav irr.ru/cgi-binfnews/Tpage.aspx i 0
2 Bitps://go.mai isthml?1=1 Ridatede pxsordisect yandex su/index.nw/info/ % i
2 Bttps://go isthtmi?1=1 IR/datedepage aspxsortdirect yandex rufindex ru/info/ BT &
24 hitps:#/go.mai 1onli i price_ot=3008 in.aspxé T p:/fflower._ prER 1] o
25 hitpsi//go. Vonline/s i price_ot=3008, aspad?path=hitp://flower_name=Kyprxn i el
2% hittps://go.mailtfolders/late_credircnt=137435geUUFKObTAQTVIIGY Bw
27 hitps://go.mail/folders/late_credircnt=137435ge UUdFKObTAQTVIGY Bw
28 Bitp:fisp. p 3/1304&input_whol=2&input_with_photo=1 iya_politi real-estate_id=0&input_country_id=1327228x2280 Itmlia...
29 3/1304& input_whol=2&input_with_| iya_| real-estate_id=0&input_country_id=1327228x2280 himl?%a...
30 p 3/1304&input_whol=2&input_with_photo=1 iya_politics/aris real-estate_id=0&input_country_id=1327228x2280 Imlia...
a1 . o B
32 hitp:tfsp p i 3/1304&input_whol=2&input_with_photo=1 iya_politics/aris real estate_id=0&input_country_id=1327228x2280 Imlia...
33 http:fisp. 3/1304& input_whol=2é&input_with_| iya_| real-estate_id=0&input_country_id=1327228x2280 html?ia...
3 . T Bich
35 hitp:fsp p 3/1304&input_whol=2&input_with_p iya,| real-estate_id=0&input_country_id=1327228x2280 html%a...
36 hitp:tfsp p i 3/9/page=12dus=Bleusln=1&nm=1 P naTia B neis. v & cnopra 4&clid=166&1=213&text-world.s...
3 Batp:#fsp i 3/9/page=128us=BAcusln=1 &nm=18&sort fext=/11a naTHA B neitt M B cropTa 4&clid=166&1r=213&text=world s...

Figure 6.3: ClickBench Referer Column Results
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Figure 6.4: NextiaJD github_issues issue_url Column Results

96



6.3 Results

Dataset: glassdoor

Column: headerapplyUrl
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Figure 6.5: NextiaJD glassdoor headerapplyUrl Column Results
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String Length (characters)

Compression Factor

6. HASH GROUPING SOLUTION

Here, the FSST+ runtime seems to scale faster than on other datasets. A hypothesis is
that the strings are longer towards the end of the dataset. Let us take a look at the string
lengths:

Smoothed String Length Values (Rolling Average, Window=1000)
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Figure 6.6: NextiaJD glassdoor headerapplyUrl String Lengths

By analyzing the string lengths among all 100k values, they appear to be equally
distributed, so that cannot be causing the peak in runtime. Let us rerun the benchmark
with an offset of 50k, so from the 50kth string up to the 150kth.
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Figure 6.7: NextiaJD glassdoor headerapplyUrl Results With 50k Offset

98



6.3 Results

Here, we see that after the original peak of the old 100K (now 50K in this graph), the
runtime drops off. This shows an interruption in the exponential pattern we observed,
suggesting it was a localized anomaly for that chunk of the data. One theory is that there
could be many hash collisions at that specific chunk of the data. Such an unexpected peak
in runtime occurs only in this single dataset’s column and is left for further investigation
in future research. Due to time constraints, there will be no in-depth investigation into

hash collisions for this column’s anomalous runtime.
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6. HASH GROUPING SOLUTION

Dataset: IGlocations2_1

Column: https: 2nt.cdninstagram.com/hp -xat1/t51.2885-1 098260 _1656¢ 21197502_1158228981_n.jpg
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Figure 6.8: PublicBIbenchmark IGlocations2 url Column Results

100



6.3 Results

Dataset: Reddit_Comments_7M_2019

Column: permalin
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Figure 6.9: NextiaJD Reddit_ Comments_7M_ 2019 permalink Column Results
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6. HASH GROUPING SOLUTION

6.3.2 Aggregated Analysis

Let us analyze all the results above, aggregated in a box plot, where the dotted line shows

us the mean:

Overall Compression Factor Distribution (100k rows)
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Figure 6.10: Compression Factor Box Plot - Hash Grouping
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6.3 Results

Runtime Distribution In ms(100k rows)
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Figure 6.11: Compression Runtime Box Plot - Hash Grouping

From the results, we observe that, while a valid approach, the Hash Grouping imple-
mentation shows no improvement to either compression factor or runtime compared to
the results achieved by dynamic programming documented on Section In fact, with a
mean compression factor of 3.4, it underperforms the dynamic programming’s compression
of 3.70 by 8% while being 96% slower (almost twice as slow, 248.4 ms on average vs
dynamic programming’s 126.44). It is easy to explain why this approach doesn’t hit as high
compression ratios as the dynamic programming approach, as this is a greedy approach.
When it comes to runtime, it’s harder to explain, especially since considerable effort was
put into optimizing the speed of the Hash Grouping algorithm’s C++ code. Let us analyze

the performance as reported by CLion’s Profiler:

Call Tree  Method List

[ ]EL” i M.,sys]ﬂimq uﬁ\mm PH =l FH ﬂ]ﬁﬂ]

[libsyste fsst_pl ibs{ fib|_| | [[[]]
[libsystem| fsst_pll | | | [ [ ([Tl libsystem_malloc.| libd

libc++abi.dylib" operator | libsystem_malloc.dylib™ | libsys fsst.d | | | | || [

libsysten libsy] | |

Figure 6.12: Profiler Flamegraph
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6. HASH GROUPING SOLUTION

Flame Graph Method Merged Callees Call Tree Method List
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2.3% libdyld.dylib’_tlv_get_addr

1.5% libc++abi.dylio’'DYLD-STUBSSfree
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Figure 6.13: Profiler Callees

We observe that most of the time is spent on malloc, free, vector reserve, memset, and
memmove. Managing the Group class objects is done with vectors in the current code,
which are allocated and freed on each recursive call.

So, despite various optimizations, there remains room for improvement. However, given
the suboptimal compression factor results, it appears more worthwhile to focus future

compression speed optimization efforts on the dynamic programming solution.
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7

Discussion & Future Work

7.1 Immediate Performance Optimizations

7.1.1 General Speed Optimizations

While the current dynamic programming implementation achieves linear complexity through
batching, several concrete optimizations could significantly improve the practical per-
formance of the FormSimilarityChunks function. These optimizations target memory
allocation overhead, cache efficiency, and computational bottlenecks that become critical
when processing large datasets with millions of string batches.

The most significant performance bottleneck in the current implementation stems from
excessive heap allocations and unoptimized memory locality. The current approach uses
std: :vector<std::vector<size_t>> for the min_lcp matrix, which creates a scatter of
heap-allocated memory with poor cache performance.

Since the batch size is fixed at 128 elements, we can replace all dynamic allocations
with stack-allocated fixed-size arrays. The min_lcp matrix can be flattened from a 2D
structure to a 1D array with manual index calculation: min_lcp[i * BATCH_SIZE + j].
This transformation eliminates the double indirection overhead and ensures contiguous
memory access patterns that align with CPU cache lines.

Another possible target for optimization is the for loops. Loop unrolling can be explored,
applying it selectively to the inner loops, particularly the LCP computation and the prefix
length iteration. However, excessive unrolling could harm instruction cache performance,

requiring careful tuning based on the target architecture.
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7. DISCUSSION & FUTURE WORK

7.1.2 Sizing and Compression Speed Optimizations

The two-phase approach employed by FSST+, while necessary for generating correct global
header information, introduces computational redundancy that could be addressed through
more sophisticated optimization strategies.

The most significant bottleneck lies in the duplicate calculations performed during the
sizing and writing phases. The sizing phase determines block boundaries, calculates prefix
and suffix sizes, and tracks which groups belong to each block. The writing phase then
constructs the compressed output based on the sizing results.

The global header dependency presents the fundamental challenge that requires the
two-phase approach: the header must contain block start offsets, but these offsets cannot
be known until all blocks have been sized. However, the implementation could be optimized
using a reserve-and-backpatch strategy. The algorithm could reserve space for the global
header by keeping track of its pointers and sizes, write blocks directly to their final positions,
and then backfill the header information once all block sizes are known. This approach
would eliminate the need for the separate ‘FSSTPlusSizingResult’ data structure and

reduce memory usage.

7.1.3 Range Minimum Query Optimization for LCP Computation

A significant opportunity for algorithmic improvement lies in optimizing the preprocessing
phase of the similarity chunk formation algorithm. The current implementation constructs
a two-dimensional matrix min_lcp[i] [j] to enable constant-time retrieval of the minimum
longest common prefix (LCP) within any range. While this achieves the desired O(1) query
time, it suffers from quadratic space and time complexity, requiring O(B2) operations and
storage for each batch of size B = 128.

A more advanced solution can be adapted from the direct Range Minimum Query (RMQ)
algorithm by Fischer and Heun [10], which achieves linear preprocessing time and constant
query time. Instead of building a full B x B matrix, this approach would operate on the
1D array of LCP values within the batch. For each batch of size B (and its corresponding

LCP array of size B — 1), the algorithm partitions the data and uses two main structures:

1. A Sparse Table for Out-of-Block Queries: The LCP array is divided into small
blocks of size s = |(logy B)/4]. The minima of these B/s blocks are stored in an
auxiliary array, and a sparse table is built on top of it. This requires O((B/s)log(B/s))
space, which simplifies to O(B) and effectively handles queries that span multiple
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small blocks, with no tradeoff in functionality or precision, being able to handle any

range granularity queried.

2. A Precomputed Table for In-Block Queries: All possible query answers for every
possible type of block of size s are precomputed. The number of block types is related
to the Catalan numbers. Per Lemma 1 in [10], the total space for this precomputation
is 0(45\/5)' Since 45 = 4l(loga B)/4] (22)(10g2 B)/4 _ 9(logy B)/2 (2log23)1/2 — \/E’
the space complexity is O(v/By/log B), which is sub-linear.

The total extra space required by the Fischer-Heun algorithm is 4n + O(y/nlogn) words
on an array of size n. Applying this to our LCP array of size n = B — 1 = 127, the
space per batch becomes 4 x 127 + O(v/127log, 127) ~ 508 + O(79) bytes. This represents
a more than 27-fold reduction in memory usage for LCP lookups compared to the
current O(B?) implementation, which requires 128 x 128 = 16,384 bytes per batch.

This transformation would reduce the preprocessing time and memory footprint within
each batch from O(B?) to O(B), significantly improving cache locality and reducing memory
pressure when processing millions of string batches. The core dynamic programming logic
would remain unchanged, but it would now query a much more efficient underlying data

structure.

7.1.4 Optimal Block Size

On Section [5.4.1] experiments are documented with different block sizes. These experiments
could be done at scale with every possible block size value. By analyzing the behavior of
mean runtime and compression factor on prefix-rich dataset columns, for every block size
value, under fixed circumstances, an optimal block size value could be found that strikes

the ideal balance between compression speed and compression factor.

7.2 Algorithmic and Architectural Extensions

7.2.1 Tries and Suffix Trees

While the current dynamic programming solution effectively identifies prefixes within locally
sorted blocks, a fundamentally different approach could be explored using classic string
data structures, such as tries or their more generalized form, Suffix Trees. Constructing a
Trie over each 128-string block, or even a much larger segment of the dataset, could provide

a more natural and direct way to discover shared prefixes, as the path from the root of

107



7. DISCUSSION & FUTURE WORK

the Trie to any node inherently represents a common prefix for all strings in that node’s
subtree. This could potentially eliminate the explicit sorting step and might uncover more
complex prefix relationships than the current adjacent-string comparison method. However,
this approach presents a clear trade-off that warrants further investigation. The memory
footprint and construction time of a Trie can be significant, especially for datasets with
high string diversity. Future work could therefore experimentally evaluate this alternative,
focusing on the balance between the potential for improved compression ratios, the impact
on compression speed, and the memory overhead of the Trie itself. An investigation
into how a Trie structure could be efficiently serialized and integrated with the FSST+

jump-back format could lead to a powerful new variant of the algorithm.

7.2.2 Dynamic Programming Solution Maintaining Insertion Order

The current dynamic programming solution first sorts the whole block of strings and
does not maintain insertion order for the compressed data. That could be done, though,
by logically sorting the indices and maintaining an index map data structure. When
compressing the corpus, the algorithm uses the index map to determine which prefix the

original index map corresponds to.

7.2.3 Variable Prefix Lengths For Same Prefix

On Section we covered the results for an alternative implementation that was able
to use variable prefix lengths for the same prefix. This was achieved by adding an extra
iteration to the dynamic programming phase, which involved iterating over all indexes in
the current chunk (from j to i) to select a prefix candidate at each index. For this candidate
prefix, we then assume it will be written fully to the prefix data area, and we simply
determine the prefix_length of each string by calculating its LCP with the candidate
prefix, scanning both strings from beginning to end until they no longer match. Except in
the case where the chunk is only one string long, in which case we know prefix_length
can only be 0. Furthermore, extra pruning was added by checking if the current prefix
was identical to one that had already been processed, which was necessary to achieve
somewhat decent compression runtime. However, this pruning wasn’t perfect and resulted
in a small loss of compression factor. Future work remains to explore this alternative to
its fullest potential, investigating how to achieve it with an acceptable compression speed

while maintaining a high compression factor.
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7.3 System-Level Integration and Evaluation

7.3.1 DICT FSST+ System Integration

The benchmarking results from this thesis demonstrate that the most significant compression
gains are achieved when FSST+ is applied not to the raw column data, but to the unique
values within a dictionary. This hybrid DICT FSST+ approach, particularly when combined
with lexicographical sorting, consistently outperforms even leading block-based compressors
such as Zstandard on prefix-rich data. This promising outcome points to a clear and
impactful direction for future work: the formal integration of FSST+ as a specialized
dictionary compression scheme within an analytical database system such as DuckDB. A
key advantage of compressing a dictionary is that the physical storage order of the unique
string values is independent of their logical mapping. The integer codes stored in the
main column data provide the mapping, which means the dictionary entries themselves
can be rearranged to optimize for compression without affecting correctness. This allows
us to exploit the single most effective strategy for prefix compression: lexicographical
sorting. By sorting the dictionary, we group strings with shared prefixes contiguously,
creating an ideal input for the FSST+ algorithm. The impressive performance of the
Sorted DICT FSST+ variant in our benchmarks is therefore not just a theoretical upper
bound, but a practical and achievable strategy in a real-world system. Future work should
focus on developing a robust and efficient implementation of this concept. This would
involve creating a new compression function within the database’s storage engine. This
function would accept a vector of unique strings (the dictionary), perform an in-memory
sort, and then apply the FSST+ compression algorithm presented in this thesis. The
output would be a single compressed data block containing FSST+ compressed data,
which would be stored alongside the main column’s integer codes. The decompression
path would be straightforward: a given integer code serves as a direct index to retrieve a
string. The system would use this index to navigate the FSST+ block headers, perform
the necessary jump-back lookup to reconstruct the prefix and suffix, and then return the
final string to the query execution engine. The primary trade-off to investigate would be
the computational cost of the dictionary sorting step. This could lead to developing an
adaptive strategy where the system analyzes a sample of the dictionary to estimate the
potential prefix-sharing gain. If the gain is predicted to be substantial, the system would
proceed with the full sort; otherwise, it could fall back to applying FSST+ on the unsorted
dictionary or even use a simpler compression scheme. Finally, a comprehensive evaluation

should assess the impact of this integration on end-to-end query performance, and how
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the reduced storage footprint but increased compression/decompression time impact the

execution of different types of queries.

7.3.2 Decompression Speed Analysis

This thesis has primarily focused on the algorithmic challenges of the compression phase—namely,
compression speed and ratio—as this is where the novel contributions of FSST+ are most
pronounced. However, for a compression scheme to be viable in an analytical database, its
decompression performance is paramount. While the decompression process for a single
string is theoretically straightforward, a comprehensive empirical evaluation is a critical
next step before system-level integration into a platform like DuckDB. Future work in this
area should investigate two distinct but equally important scenarios: singleton random-
access decompression and vectorized (or bulk) decompression. A key investigation would be
to precisely quantify the overhead of singleton random-access decompression. Compared to
standard FSST, FSST+ introduces additional steps: reading the prefix metadata, perform-
ing the jump-back to the prefix location, decoding the prefix, and concatenating it with
the decoded suffix. A thorough benchmark is needed to measure the added decompression
speed overhead across various data patterns and hardware configurations to understand
the exact performance trade-off for point-lookups or index-driven queries. Furthermore,
for analytical queries that perform full column scans, optimizing vectorized decompression
is crucial. Here, the simple idea of decompressing a shared prefix only once and reusing it
offers significant potential. An optimized decompression kernel could implement a small,
local cache for recently decompressed prefixes. When decompressing a vector of strings,
the kernel would first check if a string’s required prefix is already in this cache. If so, it
could be retrieved with a fast memcpy operation, avoiding the cost of re-decoding. If not,
the prefix would be decompressed and added to the cache for potential reuse by subsequent

strings in the vector.

7.3.3 Parallel Execution

The current single-threaded implementation of FSST+ can be significantly accelerated by
leveraging data parallelism, a natural extension given its batch-based design. For FSST+
to be a viable competitor in modern, multi-core analytical database systems, achieving
high compression throughput is as critical as achieving a high compression ratio. Future
work should therefore focus on developing and evaluating a parallelized version of the

compression algorithm.
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7.3 System-Level Integration and Evaluation

The FSST+ algorithm inherently processes data in independent batches of 128 strings.
This local processing model makes it an ideal candidate for large-scale data parallelism,
where the overall workload can be divided into larger, independent chunks that are processed
concurrently by multiple worker threads. A practical parallel implementation would adopt
a coarse-grained parallelization strategy, aligning with the data layout of modern analytical
databases like DuckDB, which often process data in row groups of around 120,000 rows.
This is typically how the parallelization of such an algorithm would be done, at row group

level, so it is also determined by the system implementing the algorithm.
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Conclusion

The proliferation of string data in modern analytical systems, which constitutes a substantial
portion of the overall data volume, presents a significant challenge for storage efficiency
and query performance. While general-purpose compression algorithms, such as Zstandard,
offer excellent compression ratios, their block-based nature fundamentally conflicts with the
random access patterns commonly found in database workloads. This thesis addressed the
need for a compression scheme that combines high compression ratios with fast, individual
string decompression, particularly for datasets exhibiting strong prefix-sharing patterns.
To this end, we introduced, implemented, and evaluated FSST+, an extension of the Fast
Static Symbol Table (FSST) algorithm designed to exploit these longer-range redundancies.
This final chapter summarizes our findings by directly addressing the research questions
posed in the introduction.

Our investigation began by quantifying the potential for prefix-based compression in
real-world analytical datasets (RQ1). Through analysis of string columns from benchmarks
like ClickBench, NextiaJD, Public BI Benchmark, and CyclicJoinBench we confirmed the
prevalence of shared prefixes, especially in columns containing URLs, file paths, and
identifiers. By analyzing the Longest Common Prefix (LCP) between adjacent strings in
sorted data blocks, we observed significant regions of high prefix similarity. For instance, in
the Clickbench URL column, on average strings shared a common 55-byte prefix, 59 bytes
when sorted. This potential was empirically validated by the performance of FSST+, which
consistently achieved substantial compression gains over basic FSST on these columns,
demonstrating that the targeted redundancy pattern is both common and exploitable.

Having established this potential, we next addressed how a random-access string com-
pression scheme like FSST could be extended to efficiently compress shared prefixes (RQ2).

The core of our contribution is the design of the FSST+ compressed format, a novel
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layout that facilitates efficient prefix sharing while preserving fast random access. This
layout stores common prefixes once per block; and uses lightweight jump-back offsets to
link suffixes to their corresponding prefixes. This design circumvents the sequential-scan
requirement of traditional front-coding schemes and the block-level decompression penalty
of algorithms like Zstandard and LZ4. Our experiments with design alternatives further
refined this approach. We determined that using a single FSST symbol table for both
prefixes and suffixes was sufficient, simplifying the implementation with negligible impact
on compression. The choice of a 128-string block size was identified as a balanced trade-off
between maximizing the scope for prefix sharing and limiting the computational cost of
subsequent algorithmic steps.

With a suitable data structure in place, the challenge shifted to developing algorithmic
approaches that can effectively and efficiently identify optimal prefixes to maximize the
compression ratio (RQ3). We developed and evaluated two distinct strategies, both
operating within a common architectural framework that processes strings in fixed-size,
cache-friendly blocks of 128. One strategy, which proved far more successful, employed
dynamic programming. For each block, this method performs a local lexicographical sort
and then applies a dynamic programming algorithm to find an optimal partitioning into
chunks of similar strings. Guided by a cost model that precisely accounts for the storage
of prefixes and jump-back pointers, this algorithm reliably determines the set of prefixes
that minimizes the final compressed size for the block. An alternative strategy, utilizing
a hash-grouping heuristic, was also explored. While conceptually promising, this greedy
approach yielded suboptimal compression and was unexpectedly slower in practice due to
memory management overhead. The dynamic programming method, therefore, proved to
be the most effective algorithmic approach.

Finally, our comprehensive benchmarking against established compression techniques
provided clear evidence of FSST+’s efficacy (RQ4). On prefix-rich datasets, the dynamic
programming variant of FSST+ delivered a mean compression factor improvement of 70%
over basic FSST, at the cost of a predictable 2.6x increase in compression time. This
compression factor improvement placed it ahead of the block-based LZ4 algorithm on
average. The most compelling results, however, emerged from the application of FSST+ to
dictionary-encoded data. A DICT FSST+ implementation, which compresses the unique
strings within a dictionary, improved the compression ratio on prefix-rich data by an
average of 19% over a standard ‘DICT FSST* approach. By further leveraging the fact
that dictionary order is often arbitrary, sorting the dictionary strings before compression

increased this gain to 43%. This Sorted DICT FSST+ configuration proved particularly
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powerful, consistently outperforming Zstandard’s compression ratio on the tested prefix-
heavy columns. This outcome is particularly significant, as it demonstrates that FSST+
can achieve and even exceed the compression density of leading block-based methods while
preserving its fundamental advantage of fast, individual string random access.

In conclusion, this thesis has successfully demonstrated that FSST+ is a potent enhance-
ment to the string compression toolkit for analytical systems. By systematically identifying
and exploiting shared prefixes through its novel compression layout, and a computationally
efficient dynamic programming algorithm, FSST+ achieves significant improvements in
compression ratios on relevant datasets. The performance of its dictionary-compressing
variant, in particular, positions it as a highly competitive alternative to established methods,

offering an unparalleled combination of compression density and random-access speed.
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