Adapted maximum-likelihood Gaussian models for numerical optimization with continuous EDAs

P.A.N. Bosman, J. Grahl, D. Thierens

Report SEN-E0704 December 2007
Centrum voor Wiskunde en Informatica (CWI) is the national research institute for Mathematics and Computer Science. It is sponsored by the Netherlands Organisation for Scientific Research (NWO). CWI is a founding member of ERCIM, the European Research Consortium for Informatics and Mathematics.

CWI’s research has a theme-oriented structure and is grouped into four clusters. Listed below are the names of the clusters and in parentheses their acronyms.

Probability, Networks and Algorithms (PNA)

Software Engineering (SEN)

Modelling, Analysis and Simulation (MAS)

Information Systems (INS)
Adapted maximum-likelihood Gaussian models for numerical optimization with continuous EDAs

ABSTRACT
This article focuses on numerical optimization with continuous Estimation-of-Distribution Algorithms (EDAs). Specifically, the focus is on the use of one of the most common and best understood probability distributions: the normal distribution. We first give an overview of the existing research on this topic. We then point out a source of inefficiency in EDAs that make use of the normal distribution with maximum-likelihood (ML) estimates. Scaling the covariance matrix beyond its ML estimate does not remove this inefficiency. To remove the inefficiency, the orientation of the normal distribution must be changed. So far, only Evolution Strategies (ES) and particularly Covariance Matrix Adaptation ES (CMA-ES) are capable of achieving such re-orientation. In this article we provide a simple, but effective technique for achieving re-orientation while still only performing the well-known ML estimates. We call the new technique Anticipated Mean Shift (AMS). The resulting EDA, called Adapted Maximum-Likelihood Gaussian Model -- Iterated Density-Estimation Evolutionary Algorithm (AMaLGaM-IDEA) adapts not only the ML estimate for the covariance matrix, but also the ML estimate for the mean. AMaLGaM-IDEA has an improved performance compared to previous EDAs that use ML estimates as well as compared to previous EDAs that scale the variance adaptively. Also, we indicate the circumstances under which AMaLGaM-IDEA is found to be robust to rotations of the search space. A comparison with CMA-ES identifies the conditions under which AMaLGaM-IDEA is able to outperform CMA-ES and vice versa. We conclude that AMaLGaM-IDEA is currently among the most efficient real-valued continuous EDAs while at the same time it is relatively simple to understand (especially in the naive, univariate case). Pseudo-code is provided in this article; source-code can be downloaded from the web.
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1 Introduction

The premise of the Estimation–of–Distribution Algorithm (EDA) is a strong one; its methodology is principled and elegant. It is for this reason that research into EDAs has gained interest since its introduction [4, 21, 18, 19, 23].

EDAs can be seen as a specific type of Evolutionary Algorithm (EA). It is as such that EDAs have first been introduced and it is also in the EA research community that EDAs have received the most attention. The only characteristic that sets EDAs apart from other EAs is the way in which new solutions are generated. Instead of repeatedly combining information of only a few solutions, EDAs combine the information of all selected solutions at once. This is done by using an interim representation that compresses and summarizes this information: a probability distribution over the solution space. New solutions are generated by sampling the distribution. The premise that flows from this methodology is one of efficient optimization under suitable conditions. Initially, there is typically a uniform distribution over the entire search space. This also means that the probability distribution is uniform over all solutions that have a quality at least as good as that of the worst solution. If this latter condition remains true after selection, the probability distribution will zoom in exponentially fast on the optimal solution [11]. A similar argument can be made for the use of the Boltzmann distribution in EDAs [20].

In practice we generally do not have access to this powerful uniform probability distribution or to the Boltzmann distribution. Moreover, these probability distributions can be arbitrarily complex as the problem itself can be arbitrarily complicated. Hence, to obtain an actual EDA to work with, we must approximate the probability distribution using practical techniques. In the continuous case, the most common technique is the use of the normal distribution or combinations thereof. It is not surprising that some of the first EDAs in continuous spaces were based on the normal distribution. The most important question is of course how efficient EDAs are in the continuous domain if we use approximated probability distributions.

In this article, we focus particularly on the normal distribution. Much is known about the normal distribution, allowing both analytical and experimental analysis to be done. In this article we summarize the current state of the research on using the normal distribution in EDAs. This research mostly pertains to certain factorizations of the normal distribution. We complement the overview by providing additional results and insights for the unfactorized normal distribution, which corresponds to using a full covariance matrix. By doing so, we paint a more complete picture of continuous EDAs based on the normal distribution than ever before. We discuss the earliest approaches in which maximum–likelihood (ML) estimates are computed from the selected solutions and used directly to generate new solutions. We then point out how it was recently shown that without precaution, premature convergence is likely to occur with these approaches, even on slope–like regions of the search space. The main reason for this is that the variance decreases too fast. The current state of the art consists of techniques that attempt...
to remedy premature convergence (e.g. adaptive variance scaling [22, 14]). In this article, we show that a source of inefficiency however exists that cannot be removed by these remedies. This inefficiency has not come to light before because of the way most benchmark problems are used for testing: symmetrically initialized around the optimum. The source of the inefficiency lies in the fact that the use of ML estimates results in a fit that describes the set of selected solutions well. When on a slope however, it is not always the configuration of the set of selected solutions that is interesting, but it is the direction of descent.

With at least two problem variables, the configuration of the selected solutions may however be different from the orientation of the direction of descent. When this happens, the shape of the estimated distribution can become strongly misaligned with the direction of descent if covariances are estimated also. Improved solutions are then not found efficiently. Scaling the variance however exists that cannot be removed by these remedies. This drawback and advances of the methods described in this research in designing efficient EDAs based on the normal distribution needs to be reshaped. Currently, there is no EDA technique of an anticipated mean shift that removes the identified inefficiency. In this article we provide a simple, yet elegant extension of ML estimates and compare the resulting EDA with the CMA–ES on a set of optimization.

We introduce a random variable \(X_i\) for each real-valued problem variable \(x_i, i \in \{0, 1, \ldots, l-1\}\) where \(l\) is the problem dimensionality. The normal distribution \(P^N(\mu_v, \Sigma_v)\) for a vector of random variables \(X_v = (X_{k_0}, X_{k_1}, \ldots, X_{k_{l-1}})\) is parameterized by a vector \(\mu_v\) of means and a symmetric covariance matrix \(\Sigma_v\). It is defined as follows:

\[
P^N(\mu_v, \Sigma_v)(X_v = x) = \frac{(2\pi)^{-l/2} \det(\Sigma_v)^{-1/2}}{\sqrt{\det(\Sigma_v)}} e^{-\frac{1}{2}(x - \mu_v)^T(\Sigma_v)^{-1}(x - \mu_v)}
\]  

(1)

Maximum–likelihood (ML) parameter estimation is a common way of estimating probability distributions. It is a principled approach that effectively minimizes the empirical error and thereby maximizes the match between the probability distribution and all given data [28]. A ML estimation for the parameters of the normal distribution is obtained from a vector \(\mathbf{S}\) of solutions if \(\mu_v\) and \(\Sigma_v\) are estimated by the sample average and sample covariance matrix respectively [2, 27]:

\[
\mu_v = \frac{1}{|\mathbf{S}|} \sum_{j=0}^{|\mathbf{S}|-1} (\mathbf{S}_j)_v
\]

(2)

\[
\Sigma_v = \frac{1}{|\mathbf{S}|} \sum_{j=0}^{|\mathbf{S}|-1} ((\mathbf{S}_j)_v - \mu_v)((\mathbf{S}_j)_v - \mu_v)^T
\]

The number of parameters to be estimated equals \(\frac{1}{2} |v|^2 + \frac{3}{2} |v|\). Different from the discrete case, the number of parameters to be estimated therefore does not grow exponentially with \(|v|\) but quadratically.

Initial EDAs that used the normal distribution employed the univariate factorization [24, 25]. In the univariate factorization, the distribution is estimated separately for each variable. Similarly, the generation of a new solution is done by sampling each of the one-dimensional normal distributions separately. Such EDAs are sometimes also called naive EDAs [10]. Let \(\mathcal{X} = (X_0, X_1, \ldots, X_{l-1})\) be a vector containing all random variables. The univariate factorization then is defined as follows:

\[
P(\mathcal{X}) = \prod_{i=0}^{l-1} P(X_i)
\]  

(3)

Estimating the univariate factorization in the case of the normal distribution entails the estimation of \(l\) means and variances. Sampling a new solution is also quite straightforward as only sampling from a single–dimensional normal distribution is required; once for each of the \(l\) variables. It was realized in subsequent research that using the univariate factorization may give rise to a clear mismatch between the model and the fitness landscape if there are dependencies between problem variables. If the fitness landscape for instance is an ellipsoid that is not aligned with the main axes (i.e. it is rotated), the density contours of the univariately factorized normal distribution cannot match the contour lines of the fitness landscape well. Therefore, efficient sampling of solutions of a certain minimal quality is prohibited. To incorporate dependencies, the full covariance matrix could be used instead, i.e. use Equation 2 with \(X_v = \mathcal{X}\). Alternatively, it is possible to use a greedy algorithm to determine the

2 Maximum-Likelihood Gaussian Model

The use of the normal distribution is a logical choice in the design of continuous EDAs since this distribution is well understood and relatively simple.
most important dependencies and use only those. To this end, a Bayesian factorization can be estimated.

To briefly recall Bayesian factorizations, recall that the vector of random variables indicated by $X_{\pi_i}$, on which $X_i$ is conditioned in the Bayesian factorization is called the vector of parents of $X_i$. A Bayesian factorization can now be written as follows:

$$P(\mathcal{X}) = \prod_{i=0}^{l-1} P(X_i | X_{\pi_i})$$  \hspace{1cm} (4)

A greedy learning algorithm is (typically) used to compute the Bayesian factorization. For more details, we refer the interested reader to the relevant EDA literature [18, 19, 23]. The factorization expresses a subset of all dependencies between the variables that are subject to search and hence allows rotation of the multivariate normal density, resulting in search directions that differ from the axis–parallel directions.

To estimate the conditional distributions $P^N(\mathcal{X}_i | X_{\pi_i})$ when constructing Bayesian factorizations, let $W^J$ be the inverse of the symmetric covariance matrix, that is $W^J = (\Sigma^J)^{-1}$. Matrix $W^J$ is commonly called the precision matrix. It can be shown that a ML estimate of $P^N(\mathcal{X}_i | X_{\pi_i})$ can be expressed in terms of Equation 2 \[8\]:

$$\hat{P}^N(X_i = x_i | X_{\pi_i} = x_{\pi_i}) = \frac{1}{(\hat{\sigma}_i \sqrt{2\pi})^d} \exp\left(-\frac{(x_i - \mu_i)^2}{2\hat{\sigma}_i^2}\right)$$  \hspace{1cm} (5)

where

$$\hat{\sigma}_i = \frac{1}{\sqrt{W^J_{i0,i0}}}$$

$$\mu_i = \mu_i^j W^J_{j0} - \sum_{j=0}^{i-1} (\mu_i^j W^J_{j0}) W^J_{ji}$$

Because Equation 5 has the form of a single dimensional normal distribution, sampling from the Bayesian factorization is again straightforward once all relevant computations have been performed.

The density contours of a normal factorized probability distribution are ellipsoids. Depending on the dependencies modeled by the factorization, these ellipsoids can be aligned along any axis. If there is no dependency between a set of random variables (i.e. the univariate factorization), the projected density contours in those dimensions are aligned along the main axes.

Use of the complete covariance matrix can be established by

$$\text{contours in those dimensions are aligned along the main axes.}$$

We also consider rotations of these functions. Specifically, we consider rotations of $\theta$ degrees. The reason for this is that the problems above do not have any dependencies between their problem variables. Rotating the search space by, for instance, 45 degrees for every combination of variables introduces strong dependencies between the problem variables. These dependencies become harder to cope with as the elongation of the landscape becomes more heterogeneous along the different axes. For the Sphere function, the elongations are homogeneous and rotations thus have no influence. For the Ellipsoid function however, each quadratic form is scaled differently. Hence, rotating this function introduces dependencies. To perform rotations, we define rotation matrices $R^{ij}(\theta)$ for each dimensionality $l$ and each $i, j \in \{0, 1, \ldots, l-1\}, j > i$. Rotation matrix $R^{ij}(\theta)$ is the rotation matrix that rotates the plane spanned by dimensions $i$ and $j$, i.e. $R^{ij}(\theta)$ is the identity matrix of dimension $l \times l$ but with $R^{ij}_{li}(\theta) = \cos(\theta)$, $R^{ij}_{li}(\theta) = -\sin(\theta)$, $R^{ij}_{li}(\theta) = \sin(\theta)$ and $R^{ij}_{li}(\theta) = \cos(\theta)$. We now define a full rotation matrix $R^l(\theta)$ as the product of all pairwise rotation matrices, i.e.

$$R^l(\theta) = \prod_{i=0}^{l-1} \prod_{j=i+1}^{l-1} R^{ij}(\theta)$$  \hspace{1cm} (6)

Function $f(x)$ then can be rotated by evaluating it as $f(y)$ with $y = R^l(\theta)x$.

One specific EDA that uses Equation 5 to draw new samples from the normal distribution is called the IDE\textsubscript{A} (Iterated Density–Estimation Evolutionary Algorithms) \[8\]. The IDE\textsubscript{A} was initially introduced as a framework and an alternative acronym to EDA. It has in the literature however often been associated specifically with the use of the normal distribution in combination with Equation 5. We use this algorithm and the IDE\textsubscript{A} acronym throughout the remainder of this article in our experiments.

2.2 EDA Performance

The use of Bayesian factorizations led to improved results in terms of a smaller number of required evaluations to obtain a solution of a certain quality on various benchmarks \[8, 17, 7, 9\]. For the benchmarks used, the algorithms even compared favorably compared to evolution strategies (ES \[3\]). Without loss of generalization, we only consider minimization problems in this article. As an illustration, consider the following two unimodal minimization problems:

<table>
<thead>
<tr>
<th>Name</th>
<th>Definition</th>
<th>Value to reach (VTR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sphere</td>
<td>$\sum_{i=0}^{l-1} x_i^2$</td>
<td>$10^{-10}$</td>
</tr>
<tr>
<td>Ellipsoid</td>
<td>$\sum_{i=0}^{l-1} (\theta_i x_i)^2$</td>
<td>$10^{-10}$</td>
</tr>
</tbody>
</table>

We also consider rotations of these functions. Specifically, we consider rotations of $\theta$ degrees. The reason for this is that the problems above do not have any dependencies between their problem variables. Rotating the search space by, for instance, 45 degrees for every combination of variables introduces strong dependencies between the problem variables. These dependencies become harder to cope with as the elongation of the landscape becomes more heterogeneous along the different axes. For the Sphere function, the elongations are homogeneous and rotations thus have no influence. For the Ellipsoid function however, each quadratic form is scaled differently. Hence, rotating this function introduces dependencies. To perform rotations, we define rotation matrices $R^{ij}(\theta)$ for each dimensionality $l$ and each $i, j \in \{0, 1, \ldots, l-1\}, j > i$. Rotation matrix $R^{ij}(\theta)$ is the rotation matrix that rotates the plane spanned by dimensions $i$ and $j$, i.e. $R^{ij}(\theta)$ is the identity matrix of dimension $l \times l$ but with $R^{ij}_{li}(\theta) = \cos(\theta)$, $R^{ij}_{li}(\theta) = -\sin(\theta)$, $R^{ij}_{li}(\theta) = \sin(\theta)$ and $R^{ij}_{li}(\theta) = \cos(\theta)$. We now define a full rotation matrix $R^l(\theta)$ as the product of all pairwise rotation matrices, i.e.

$$R^l(\theta) = \prod_{i=0}^{l-1} \prod_{j=i+1}^{l-1} R^{ij}(\theta)$$  \hspace{1cm} (6)

Function $f(x)$ then can be rotated by evaluating it as $f(y)$ with $y = R^l(\theta)x$.

One specific EDA that uses Equation 5 to draw new samples from the normal distribution is called the IDE\textsubscript{A} (Iterated Density–Estimation Evolutionary Algorithms) \[8\]. The IDE\textsubscript{A} was initially introduced as a framework and an alternative acronym to EDA. It has in the literature however often been associated specifically with the use of the normal distribution in combination with Equation 5. We use this algorithm and the IDE\textsubscript{A} acronym throughout the remainder of this article in our experiments.

2.2.1 Symmetric initialization

Traditionally, EAs have been benchmarked using initialization ranges that are centered around the optimum. This was also the case for the first results reported for continuous EDAs. We ran experiments for $l \in \{2, 4, 8, 10, 20, 40, 80\}$. Truncation selection was used with $\tau = 0.3$ and elitist replacement (i.e. all selected solutions are preserved and all non–selected solutions are replaced with newly generated solutions). This scheme will be used throughout the remainder of this article. The optimal population size is determined. By optimal population size we mean the population size for which the minimum number of evaluations is obtained to reach the value–to–reach (VTR) in at least 95 of 100 independent runs. The maximum population size we allowed is $10^5$. Results on the rotated Ellipsoid function were not reported in the literature before as also wasn’t the scalability of an EDA that uses the univariate factorization or the full covariance matrix on any problem. The results for an initialization range of $[-7.5, 7.5]$ for each variable are presented in Figure 1.

The results are quite like what one would expect. The univariate factorization requires the smallest population sizes because the smallest number of parameters is required for the estimates to become reliable. The univariate factorization is however unable to solve the rotated Ellipsoid benchmark. The univariate factorization is well–suited only for problems without dependencies. The Bayesian factorization with greedy learning is in addi-
Figure 1: Scaling of the population size (top) that leads to the minimum number of evaluations (bottom) required to reach the VTR for an increasing problem dimensionality, averaged over 100 independent runs. The initialization range is $[-7.5, 7.5]$ for each variable (symmetric initialization). Maximum-likelihood estimates are used.

Figure 2: Asymmetric initialization

In recent years, it has become more common to combine the benchmark functions with asymmetric initialization around the optimum such as $[-10, 5]$. Retesting the original EDAs that use ML estimates with this initialization range indeed produces worse results, see Figure 2. For full covariance matrix variants, the population size even no longer scales polynomially, but exponentially on all problems. We shall find the underlying reason for this specific deterioration to exponential scalability later on in Section 3.3.3.

Figure 3 shows the effect that the initialization range has on the optimization performance on a sliding scale. The initialization range moves from the symmetric case to the asymmetric case and beyond toward the far-away case. A range shift of 0 corresponds to symmetric initialization. A range shift of 2.5 corresponds to the asymmetric initialization we used in this article. The far-away initialization we used corresponds to a range shift of $10^7.5$ (not included in the range in Figure 3).

From the results in Figure 3 it can be seen very clearly that the performance of the EDA with ML estimates of the normal distribution is compromised very quickly as the initialization range moves away from the symmetric case. Using the full covariance matrix even results in faster deterioration than using the univariate factorization. The underlying reason is the same as why the full covariance matrix results in an exponential scale-up for the case of asymmetric initialization. We return to this issue in Section 3.3.3.
Figure 2: Scaling of the population size (top) that leads to the minimum number of evaluations (bottom) required to reach the VTR for an increasing problem dimensionality, averaged over 100 independent runs. The initialization range is $[-10, 5]$ for each variable (asymmetric initialization). Maximum-likelihood estimates are used.

Figure 3: The population size (top) that leads to the minimum number of evaluations (bottom) to reach the VTR on the Sphere function for $l = 2$, averaged over 100 independent runs. The initialization range is $[-7.5 - s, 7.5 - s]$ where $s$ is the range shift.
2.2.3 Far–away initialization

Limitations of the use of ML estimates of the normal distribution in an EDA were experimentally noticed in the literature before [9], most notably on Rosenbrock’s function:

<table>
<thead>
<tr>
<th>Name</th>
<th>Definition</th>
<th>VTR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rosenbrock</td>
<td>$\sum_{i=0}^{n-2} (100 \cdot (x_i^2 - x_{i+1})^2 + (x_{i+1} - 1)^2) \times 10^{-10}$</td>
<td></td>
</tr>
</tbody>
</table>

Rosenbrock’s function is a smooth function with low–order dependencies. Only subsequent variables are directly linked. This means that using the Bayesian factorization it is to be expected that the EDA is able to reliably find the optimum. This is however not the case. For $l > 2$ the required population size quickly becomes extraordinarily large. This has led researchers to investigate what goes wrong in more detail [12, 15, 29]. Rosenbrock’s function has a parabolically shaped sharp valley. The landscape outside and inside the valley is relatively flat. The valley is too sharp to be able to obtain many points inside it upon initialization. As a result, the population quickly moves toward a certain part of the valley, depending on the population configuration upon initialization. Once the population has focused somewhere in the valley, the valley must be traversed to find the optimum. The optimum is now however no longer contained somewhere in the region that is covered by the population. Using ML estimates of the normal distribution then the search contracts somewhere near where the valley was entered and the optimum is not found.

This observation means that a much simpler case can be studied to understand what is going wrong. The trajectory to be traversed along the bottom of the valley can be seen as a one–dimensional path to be followed through a high–dimensional space with the optimum far away from the current location of the population. Hence, we are in a situation in which the optimum is not contained in the initialization range. This corresponds to the situation on the far right in Figure 3. The population size indeed increases radically fast as the initialization range shifts away from the optimum. The results even suggest that an asymptote exists to which the maximum range shift converges with an increase in population size.

For a closer analysis, we can just take the one–dimensional slope function $f(x_0) = x_0$. As this function does not have a bounded minimum, the minimum is certainly not contained in any initialization range. For the initialization range $[-5, 5]$, Figure 4 shows the variance and mean in subsequent generations with a population size of 50. Clearly, premature convergence occurs as the variance vanishes exponentially fast. The EDA using ML estimates is not able to traverse the slope to $-\infty$, even though the population size is large enough for a one–dimensional problem.

It is perhaps even more striking to see that the EDA is not able to move the solutions far outside the initialization range. It was proven that indeed the mean can only shift a bounded length from its initial position [5]. Let $\bar{\mu}_t(0)$ be the mean of the one–dimensional normal distribution in generation $t$ and let $\bar{\sigma}_t(0)$ be the variance. Summarizing the result, the mean obeys:

$$\lim_{t \to \infty} |\bar{\mu}_t(0) - \bar{\mu}_0(0)| = \bar{\sigma}_0(0) \frac{d(\tau)}{1 - \sqrt{c(\tau)}}$$

For the derivation of the definitions of $c(\tau)$ and $d(\tau)$ we refer to the interested reader to the relevant literature [5]. For $\tau = 0.3$ that we use throughout this article for instance, $c(\tau) \approx 0.27$ and $d(\tau) \approx 1.2$, meaning a maximum shift of only roughly 2.5 times the initial standard deviation, given an infinite population size. For the example illustrated in Figure 4, we find $\mu_0(0) \approx -3.0$ and $\sigma_0(0) \approx 0.95$. The maximum shift therefore becomes $\approx 2.4$, meaning that the mean cannot shift lower than $\approx -5.4$. With the variance vanishing further with each generation, this means that convergence will take place to no lower than that same value. In our example the final value found for the EDA with ML estimates is $\approx -5.3$.

Concluding, running the EDA with ML estimates of the normal distribution is not able to solve problems if initialization is far away from the optimum or if a similar situation presents itself during optimization (e.g. on Rosenbrock’s function). The EDA is not able to traverse the search space. It is only effective at contraction.

3 Standard-Deviation-Ratio-Triggered Adaptive Variance Scaling

To remedy the problem of the prematurely vanishing variance, the variance can be scaled adaptively beyond its ML estimate [22, 14, 5]. The ML estimate gives a reliable configuration of the normal distribution for describing the selected solutions in the current generation. The adaptivity must then lie in determining whether the spread of the distribution should be enlarged to search outside the focus prescribed by the ML estimate. One successful scheme for doing variance scaling in an adaptive fashion (i.e. during optimization) was recently introduced under the name adaptive variance scaling (AVS) [14]. This scheme significantly improves performance and allows the EDA to solve problems that it couldn’t solve without scaling the variance.

3.1 Adaptive Variance Scaling (AVS)

The smaller the variance, the smaller the area of exploration for the EDA. The variance in the normal distribution is stored in the covariance matrix $\Sigma$. With AVS, a variance multiplier $c^{\text{AVS}}$...
is maintained. Upon sampling new solutions, the distribution is scaled by \( c^{\text{AVS}} \), i.e., the covariance matrix used for sampling is \( c^{\text{AVS}} \Sigma \) instead of just \( \Sigma \). If the best fitness value improves in one generation, then the current size of the variance allows for progress. A further enlargement of the variance may allow further improvement in the next generation. To fight the variance-diminishing effect of selection, the size of \( c^{\text{AVS}} \) is scaled by \( 1^{\text{increase}} > 1 \). If on the other hand the best fitness does not improve, the range of exploration may be too large to be effective and the variance multiplier should be decreased by a factor \( 1^{\text{decrease}} \leq 1 \). For symmetry, \( 1^{\text{decrease}} = 1/1^{\text{increase}} \). As the objective of the AVS scheme is to enlarge the variance to prevent premature convergence, \( c^{\text{AVS}} \) is not allowed to become smaller than 1. This scheme deviates slightly from the original implementation of AVS \([14, 5]\). In the original implementation, the magnitude of \( c^{\text{AVS}} \) was bounded from above by a predefined value \( c^{\text{AVS-MAX}} > 1 \) and from below by \( c^{\text{AVS-MIN}} < 1 \). The upper bound is however not needed as the variance will automatically grow into the maximum variance for which improvements can still be obtained. The lower bound was introduced to allow the variance to shrink to less than its original size. This allows the algorithm to choose a niche in the case of a multimodal landscape. As we are here only interested in unimodal landscapes, we simplify the scheme and enforce \( c^{\text{AVS}} \geq 1 \).

### 3.2 Standard–Deviation Ratio (SDR) Trigger

In the AVS scheme, improved fitness values automatically increase \( c^{\text{AVS}} \). Improved fitness values however do not always mean that the variance needs to be enlarged. This is especially the case if the normal kernel is near the optimum. In this case, the induced bias of the normal distribution already leads the EDA to the optimum as was observed in Section 2. Increasing the variance will then only slow down convergence, as the EDA is forced to explore a larger area of the search space unnecessarily. It is therefore sensible to attempt to separate two cases: traversing a slope, and searching around an optimum. A first approach to designing such a trigger used the ranked correlation between the density of the selected solutions and their fitness values \([14]\). If correlation is strong, then the search is focused around the optimum and no variance scaling is required.

Because the correlation coefficient is computed for all variables jointly, this approach doesn’t always work, especially in higher dimensions. Suppose that all but a few dimensions do not require the scaling of variances. The contribution from the few non-correlated dimensions to the correlation measure becomes insignificant as the dimensionality increases. As a result, variance scaling is no longer triggered. Without variance scaling however, the ML normal EDA fails in the dimensions where scaling is required and hence, optimization fails altogether.

This motivates looking at the search directions of the EDA separately. A recent approach does so by focusing on the Bayesian factorization \([6]\). If improvements mostly take place far away from the mean, then obviously, the mean needs to shift. As we know that mean–shift is problematic for ML normal EDAs, this is a situation in which AVS is called for. If however most of the improvements are obtained near the mean, then the EDA with ML parameters already has a good focus and no further variance enlargement is required. It is known (see, e.g. \([1]\)) that for any value of the standard deviation \( \sigma \), a fixed percentage of the density of the normal distribution is contained within \([\mu - c \sigma, \mu + c \sigma]\) where \( \mu \) is the mean of the normal distribution and \( c \geq 0 \). Now, let \( \overline{\text{Improvement}} \) denote the average of all new samples drawn that were an improvement over the set of selected solutions in that same generation. A threshold \( \theta_{\text{SDR}} \in [0, \infty] \) is used that triggers the further enlargement of the variance multiplier in the next generation only if \( \overline{\text{Improvement}} \) has a distance \( d \) to the estimated mean \( \hat{\mu} \) such that \( d / \hat{\sigma} > \theta_{\text{SDR}} \). Otherwise, the variance multiplier should remain unchanged. Note that this trigger is independent of the sample range and has a fixed, predefined notion of being “close” to the mean.

This method can easily be factorized according to the search distribution of the EDA by following the Bayesian factorization that was estimated from the selected solutions as defined in Equation 5. For each factor separately the standard–deviation ratio of \( \overline{\text{Improvement}} \) can be computed:

\[
\rho_i = \frac{\overline{|\mathbf{x}_i^{\text{Improvement}} - \hat{\mu}_i|}}{\hat{\sigma}_i}
\]

where \( \hat{\mu}_i \) and \( \hat{\sigma}_i \) are computed from \( \mathbf{x}_i^{\text{Improvement}} \).

To complete the trigger, we must make a decision based upon all \( \rho_i \). To this end, we decide to trigger the further enlargement of the variance multiplier if the ratio in any direction is larger than the threshold. In other words, if there is any search direction that requires scaling (i.e. slope traversing), AVS is triggered. This is identical to computing a single \( \rho \) as the maximum of the \( \rho_i \) and comparing this value to \( \theta_{\text{SDR}} \):

\[
\rho = \max_{i=0}^{\infty} \rho_i
\]

An intuitive way to see why SDR leads to an improved efficiency is the following. In any generation, given an estimation of the mean, there is an optimal covariance matrix \( \Sigma^* \) to use for sampling. Optimality here can be taken to be the highest probability of drawing a solution that is better compared to what has been encountered so far. Obviously, if the search is on a slope and the optimum is not enclosed within the region of the currently available solutions, \( \Sigma^* \) corresponds to a wider distribution than the estimated \( \Sigma \) and hence, for the optimal variance multiplier we have \( c^{\text{AVS},*} > 1 \). The AVS scheme increases the variance multiplier whenever an improvement is found. At first, especially in the slope–case, this means that the actual variance multiplier becomes closer to \( c^{\text{AVS},*} \). However, AVS will then continue to increase the variance multiplier to a value of \( c^{\text{AVS},+} \) which corresponds to a very small probability of finding an improvement. Thus, the AVS scheme will result in varying \( c^{\text{AVS}} \) roughly in the interval of \([c^{\text{AVS},*}, c^{\text{AVS},+}]\). Note that for large values of the variance multiplier, improvements are found relatively close to the mean in terms of standard–deviation ratio. This is exactly the case when the SDR trigger indicates that no further upscaling should be applied to the variance multiplier, preventing the variance multiplier from become excessively large. Thus, the SDR–AVS scheme will result in varying \( c^{\text{AVS}} \) in an interval that is more centered around \( c^{\text{AVS},*} \), resulting in more efficient optimization.

### 3.3 EDA Performance

The combined addition of AVS and SDR to the use of ML estimates led to improved results in terms of a better scaling in the number of required evaluations to obtain a solution of a certain quality on various benchmarks \([14, 5, 6]\). In this article we follow the suggested settings found in that same literature for the parameters of the AVS and SDR mechanisms. Specifically, for AVS we use \( \eta_{\text{Decr}} = 0.9 \), i.e., a small factor to allow
for smooth adaptation of the variance multiplier. For SDR we use $\theta = 1.0$, i.e. if improvements occur outside the $\approx 68\%$ region of all density symmetrically surrounding the mean of the normal distribution, the AVS mechanism is allowed to increase the variance multiplier.

3.3.1 Symmetric initialization

Reconsider the Sphere, Ellipsoid and rotated Ellipsoid function introduced in Section 2. The results when AVS and SDR are used in addition to ML estimates is shown in Figure 5 for the case of symmetric initialization. Results on the rotated Ellipsoid were not reported before in the literature as also wasn’t the case of asymmetric initialization. The technique of SDR–AVS thus extends the class of problems that can be solved without deprecation of earlier results.

3.3.2 Asymmetric initialization

Now reconsider the Sphere, Ellipsoid and rotated Ellipsoid functions introduced in Section 2. The results when AVS and SDR are used in addition to ML estimates is shown in Figure 6 for the case of asymmetric initialization.

At first glance there is virtually no difference with the results of symmetric initialization. The technique of SDR–AVS thus appears to overcome all problems of premature convergence. Observing the results from shifting the initialization range from symmetric to beyond asymmetric in Figure 3 confirms that indeed with SDR–AVS the EDA is able to find the optimum even if the optimum is not contained in the initialization range. There is however a rather marked phase transition. When the initialization shift is such that the optimum moves to the edge of the initialization range, the SDR–AVS mechanism starts to become necessary. Before that it is hardly required. Indeed, the optimal population size then shrinks even further. The number of required evaluations however grow quite a lot more than when the optimum is inside the range or outside the range. This phase transition is due to the overtaking of the SDR–AVS mechanism. Moving the optimum outside of the initialization range sometimes triggers AVS and sometimes it doesn’t. Without the scaling, the number of required function evaluations increases drastically. With the scaling it doesn’t increase much. As the range shift becomes larger, AVS is triggered more often and the increase in the required function evaluations is reduced. It is this tradeoff on the boundary that is reflected in Figure 3.

3.3.3 Far-away initialization

In Figure 7 the scalability results are shown for the far-away initialization range. What stands out is the marked increase in function evaluations for the case in which the full covariance ma-
Figure 6: Scaling of the population size (top) that leads to the minimum number of evaluations (bottom) to reach the VTR for an increasing problem dimensionality, averaged over 100 independent runs. The initialization range is $[-10, 5]$ for each variable (asymmetric initialization). Maximum–likelihood estimates are used in combination with AVS and SDR.

Figure 7: Scaling of the population size (top) that leads to the minimum number of evaluations (bottom) to reach the VTR for an increasing problem dimensionality, averaged over 100 independent runs. The initialization range is $[-115, -100]$ for each variable (far-away initialization). Maximum–likelihood estimates are used in combination with AVS and SDR.
trix is used. For the unfactorized case and the Bayesian factorization case the required number of function evaluations doesn’t increase by a similar factor for functions to which it is applicable (i.e. Sphere and Ellipsoid for the univariate factorization and the Bayesian factorization and Rosenbrock only for the Bayesian factorization). For the rotated Ellipsoid function, the Bayesian factorization attempts to incorporate as many dependencies as possible, which makes its application similar to the use of the full covariance matrix. It is for this function that an marked increase in required function evaluations can be seen also. Although the results indicate again that SDR–AVS indeed solves the problem of premature convergence, the uneven increase in number of required function evaluations indicates that there may still be a source of inefficiency that comes into play when the full covariance matrix is used that is not tackled effectively by SDR–AVS. There is also an additional increase in required population size for Rosenbrock’s function. The reason for this is that Rosenbrock’s function is not unimodal. We return to this in Section 4.5.3.

As already mentioned in Section 2.2.2, the deterioration of the results when using the full covariance matrix with ML estimates is worse than is to be expected by the mere shift of the initialization range when going from symmetric to asymmetric initialization. The underlying reason is the same as the reason why the use of the full covariance matrix leads to a higher increase in number of required function evaluations when moving to the far–away initialization range when using SDR–AVS. Very recently this reason was first noted in the literature [30].

An illustrative explanation of the source of the inefficiency at hand can be given using the extension of the linear slope function to two dimensions, i.e. \( f(x) = x_0 + x_1. \) A direction \( \mathbf{u} \) of steepest descent is one where \( u_0 = u_1 \) and \( u_2 \leq 0. \) In the case of a unit direction, this means \( \mathbf{u} = (\sqrt{2}, -\sqrt{2}). \) Moving \( x \) by a distance of 1 in that direction reduces fitness by a value of \( \sqrt{2}. \) Thus, the best choice is to have the ellipsoids that correspond to the contour lines of the density of the estimated normal distribution, parallel to and elongated along the line \( x_0 = x_1. \) Conversely, the worst alignment would be parallel to and elongated along \( x_0 = -x_1 \) as along that line there is no improvement to be found in fitness.

In Figure 8 the contours of the estimated probability distribution are shown in the case of the full covariance matrix for the first six subsequent generations on the two–dimensional slope function. A population size of 100 is used. The density contours shown are the 95% error ellipses. Similar to the one–dimensional case, the normal distribution quickly contracts using ML estimates and the search doesn’t move far outside the initialization range. There is an important additional observation to be made. Initially, the population is spread uniformly in the initialization square \([-5, 5] \times [-5, 5]. \) On a two–dimensional slope the selected solutions will be located mostly in a triangle in the lower–left corner of the initialization square (see also Figure 8). Fitting a normal distribution with ML results in an orientation of the normal kernel more or less perpendicular to the direction of steepest descent. Most of the search is therefore devoted to searching in the least interesting direction. As generations pass, the diversity in fitness is lost further and the solutions in the population line up more and more with the worst alignment of \( x_0 = -x_1. \) Scaling the covariance matrix obtained with ML estimates in this situation will mostly enhance the search in the futile direction perpendicular to the direction of steepest descent. In order to still be able to obtain improvements in the direction of steepest descent, the variance multiplier has to grow to extremely large values.

It was noted in [30] that premature convergence still occurs with AVS. However, in that study, the original AVS suggestions were used in which the value of the variance multiplier is bounded. In a later suggestion (see [6]) and also in this article, there is no upper bound on the variance multiplier. Without the upper bound, the multiplier can become large enough to prevent premature convergence. Still, without rotation of the density toward the direction of descent, the sampling becomes less efficient because many samples are tried far away from the mean but in the wrong direction. Also, this may not be a problem in unconstrained search spaces, but it may be a problem if the search space is constrained. In a bounded search space, the newly sampled solutions are likely to become infeasible for large values of the variance multiplier. The resulting rejection sampling behavior may well lead to a very inefficient construction of new solutions. It is this important to tackle this inefficiency.

As a result of this behavior, optimization of the relatively simple unimodal functions used earlier, i.e. Sphere and Ellipsoid, deteriorates as one moves from symmetric to asymmetric initialization when ML estimates are used. The reason why asymmetric initialization doesn’t completely prohibit the EDA from finding the optimum is that given a large enough population, there are enough solutions in the first selection to re-center the search around the optimum. The required number of solutions to this end however grows exponentially with the problem size. It is for this reason that we observe exponential scale–up behavior of the EDA if the full–covariance matrix is used together with asymmetric initialization with ML estimates (Figure 2).

## 4 Anticipated Mean Shift

Currently, only one EDA approach exists to reshape the density in more than a single dimension [30]. The approach employs minimization of cross–entropy in which both the selected solutions and the population are used. This way, a better matching between the density contours of the normal distribution and the fitness landscape can be obtained. Although first results are promising, the method is rather involved. Also, the resulting
scaling behavior was reported to be inferior to the use of SDR-AVS when symmetric initialization was used. Here, we provide a simple, yet elegant and intuitive alternative way to overcome the inefficiency at hand.

4.1 Definition of AMS

From Section 3 it can be concluded that although the capacity of the model (i.e. the normal distribution with a full-covariance matrix) is large enough to represent an arbitrarily orientated probabilistic search direction, the estimation procedure fails to match the model with the (local) problem structure. The ability of making such a match is essential to achieving efficient optimization [5]. Actually, it is the ability of EDAs to make this match that underlies their success. This ability is also known as exploiting problem structure. Repeatedly estimating a normal distribution with ML however only allows the exploitation of problem structure by means of contraction. In other words, the match between problem structure and the EDA search bias is only achieved if the optimum is located near the mean. By adaptively changing the scale of the covariance matrix we mainly is only achieved if the optimum is located near the mean. By adaptively changing the scale of the covariance matrix we mainly influence the rate of contraction. To be able to exploit problem structure by traversing the search space, we must look toward adaptively changing the mean instead of the covariance matrix.

The difference in the estimated mean between two subsequent generations is an indication of a direction in which the selected solutions are moved to go from one level of fitness to a better level of fitness, assuming improving fitness with generations. Let \( \mu^{\text{shift}}(t) \) denote for generation \( t \) the difference between the estimated means in subsequent generations \( t - 1 \) and \( t \), i.e. the mean shift:

\[ \mu^{\text{shift}}(t) = \hat{\mu}(t) - \hat{\mu}(t - 1) \]  \hspace{1cm} (10)

A straightforward anticipation of the direction in which the mean will go in generation \( t + 1 \) is \( \mu^{\text{shift}}(t) \). It is therefore sensible to alter 100\( \alpha \)% of all newly sampled solutions \( x \) in generation \( t \) by moving them a certain fraction \( \delta \) in the direction of the previously observed mean shift, i.e.:

\[ x \leftarrow x + \delta \mu^{\text{shift}}(t) \]  \hspace{1cm} (11)

This is a very simple operation that is of asymptotically inferior complexity compared to the sampling of \( x \). We call this operation Anticipated Mean Shift (AMS).

When already centered over a peak, this this addition doesn’t change the existing approach. In that case, \( \bar{\mu}(t) \approx \hat{\mu}(t - 1) \) and therefore \( \mu^{\text{shift}}(t) \approx 0 \), forcing the operation in Equation 11 to leave the originally sampled \( x \) unchanged.

When on a slope however, this simple addition can bring about an important change to the shape of the covariance matrix that is still estimated using only ML. In any generation after the first one, selection will choose solutions that basically belong to one of three sets: I) the previously selected solutions (i.e. the elitist solutions), II) the newly generated solutions without AMS and III) the newly generated solutions with AMS. Since set II is generated from a model that was estimated with ML from set I, these two sets share a similar region. Set III, although similar in shape to set II because of the estimated distribution, is further down the slope and thus pertains to a separate region. If selection now selects solutions from both regions, the shape of the normal distribution estimated in the next generation is automatically partly aligned with the direction of improvement.

An illustration of this principle is given in Figure 9 (bottom row). Note that if the search is nearing a peak and AMS overshoots the optimum, the mean shift in the next generation will be much smaller because the mean shift will be caused again only by the non-anticipated solutions, basically resetting the approach. To make proper use of AMS, we still need to choose \( \alpha \) and \( \delta \).

4.2 Number of adaptations (setting \( \alpha \))

On a slope, all of the \( \alpha(1 - \tau)n \) altered solutions will be better and therefore get selected. Now, if \( \tau \geq \alpha \), this means that only the altered solutions will get selected. Because the solutions were sampled from a normal distribution that is equally shaped to the ML estimate, inefficient density shaping can still occur and the search direction will not get aligned with the direction in which fitness improves. On a slope, the distribution will be advanced down the slope, but the orientation of the distribution will not change. An illustration of this effect is given in Figure 9 (top row) where a value of \( \alpha = 1 \) is used (i.e. all newly generated solutions are adapted).

For the alignment of the search direction with the direction of fitness improvement to happen, we require the selected solutions to come from both the directly sampled solutions and the solutions altered for anticipation. Ideally, we would like these proportions to be equally sized. Again assuming we are on a slope, this means that we want \( \alpha(1 - \tau)n = \frac{\tau}{2}n \), which gives:

\[ \alpha = \frac{\tau}{2 - 2\tau} \]  \hspace{1cm} (12)

In addition, we also want keep using the original model without anticipated mean shift to generate new solutions. As using information about the anticipated mean shift is still only predictive, we want to alter no more than 50% of the newly sampled solutions, i.e. \( \alpha \leq 0.5 \). Using Equation 12 this leads to a restriction on the selection percentile:

\[ \alpha \leq 0.5 \Leftrightarrow \frac{\tau}{2 - 2\tau} \leq 0.5 \Leftrightarrow \tau \leq 0.5 \]  \hspace{1cm} (13)

For the value of \( \tau = 0.3 \) that we use in our experiments throughout this article we thus use \( \alpha \approx 0.214 \), i.e. we adapt 21.4% of all newly generated solutions.

4.3 Adaptation length (setting \( \delta \))

On a slope, with a set as defined in the previous Section, set III (as defined in Section 4) in generation \( t \) will constitute 50% of the selected solutions in generation \( t + 1 \). The other 50% will come from sets I and II. The mean of the latter two sets is \( \hat{\mu}(t) \). The mean of set III is \( \hat{\mu}(t) + \delta \mu^{\text{shift}}(t) \). This means that, for the suggested value of \( \alpha \), the mean of the selected set in generation \( t + 1 \) is:

\[ \hat{\mu}(t + 1) = \frac{\hat{\mu}(t) + \hat{\mu}(t) + \delta \mu^{\text{shift}}(t)}{2} = \hat{\mu}(t) + \frac{\delta}{2} \mu^{\text{shift}}(t) \]  \hspace{1cm} (14)

The mean shift in generation \( t + 1 \) then becomes:

\[ \mu^{\text{shift}}(t + 1) = \hat{\mu}(t + 1) - \hat{\mu}(t) = \frac{\delta}{2} \mu^{\text{shift}}(t) \]  \hspace{1cm} (15)

Thus, the size of the mean shift in generation \( t + 1 \) is expected to be \( \delta/2 \) times the size of the mean shift in generation \( t \). Hence,

\[ \text{Note that equality actually only holds in the case of an infinite population size, it is an approximation otherwise.} \]
for any $\delta < 2$ the AMS technique will not contribute much to advancing the mean as the next mean shift is expected to be smaller than the previous one. For too small values of $\delta$, the anticipated solutions will not be far from the non-anticipated solutions. They will especially not be far from the non-anticipated solutions that will be selected in the next generation (i.e. the better ones). The closer the anticipated solutions are (i.e. the smaller $\delta$ is), the smaller the change in the shape of the estimated density. This can also be seen from the illustration in Figure 9 (center row) where $\delta = 1$ is used.

For a large enough value of $\delta$, the anticipated solutions will be far enough away from the non-anticipated solutions. Because the newly estimated mean falls in between the two sets (given that $\alpha$ was set appropriately), the density contour will significantly change as an ML estimate captures not only the variance inside the two sets (which corresponds mainly to the previously estimated variance) but also the variance as a result of the distance between the two sets (which corresponds mainly to the direction of improvement). The latter component to the variance causes the density to be aligned more favorably to the direction of descent. As this process is repeated, the density with which the non-anticipated solutions are sampled starts to overlap more with that of the anticipated solutions. It is then no longer always true that all anticipated solutions are better than all other solutions. The re-aligned density can thereby in combination with selection result in a larger mean-shift than what Equation 15 indicates. For this reason, the conclusion drawn from Equation 15 of setting $\delta \geq 2$ is actually an upper bound on the minimal value to use for $\delta$. The minimal value for $\delta$ for AMS to work as intended lies between 1 and 2. Indeed, in Figure 9 for $\delta = 2$ (top and bottom rows) the AMS technique results in an increase in mean shift in subsequent generations and the orientation of the distribution changes in combination with the correct value for $\alpha$ (bottom row only). Further change in the orientation of the density contours in subsequent generations is shown in Figure 10. This effect can also be observed in one dimension in Figure 4 where on the one-dimensional slope function the ML-estimated variance increases if AMS is used with $\alpha = \tau/(2 - 2\tau)$ and $\delta = 2$. Hence, we conclude by suggesting to set:

$$\delta = 2$$  \hfill (16)

### 4.4 Combination with AVS: AMaLGaM

If the search is traversing a slope, it makes sense to accelerate the search. The AVS scheme actually already provides a principled way to achieve this. In the AVS scheme, a variance multiplier enlarges the variance if improvements far away from the mean occur in subsequent generations. The direct relation to subsequent improvements allow the multiplier to be seen as a general accelerator. We therefore rename the variance multiplier $c_{\text{AVS}}$ to distribution multiplier and denote it by $c_{\text{Multiplier}}$ instead. Not only do we use $c_{\text{Multiplier}} \Sigma$ instead of $\Sigma$ upon sampling the distribution, we also use

$$x \leftarrow x + c_{\text{Multiplier}} \delta \mu^{\text{Shift}}(t)$$  \hfill (17)

instead of $x \leftarrow x + \delta \mu^{\text{Shift}}(t)$ upon applying AMS. In other words, we accelerate the descent down the slope through multiplication with the distribution multiplier. In Figure 10 the effect of combining AVS with AMS can be seen when traversing the slope in two dimensions. The distribution gets rotated and elongated along the direction of improvement much faster than without the use of the distribution multiplier. On the one-dimensional slope the effect on the variance is also markedly different (see Figure 4). Whereas with the use of AMS the variance immediately increases, it continues to increase exponentially, ultimately being overtaken by the AVS scheme. Combining AVS and AMS results in an exponentially accelerating variance that starts immediately.

The combination of SDR, AVS and AMS contains a mixture of important ingredients that adaptively changes both the covariance and the mean-shift to prevent inefficient sampling due to fitting the set of selected solutions without considering the direction of descent. We rename this composite AMS–SDR–AVS technique AMaLGaM (Adapted Maximum–Likelihood Gaussian Model). Pseudo-code for the generational loop of the integration of AMaLGaM in the IDEA, resulting in an EDA we call AMaLGaM–IDEA, is given in Figure 11. Source code can be downloaded from the website of the first author.

### 4.5 EDA Performance

#### 4.5.1 Symmetric initialization

As we have pointed out in Section 2.2.1, running tests with symmetric initialization strongly biases methods of contraction. Also, the AMS technique doesn’t contribute if the mean doesn’t shift. In the case of symmetric initialization, mean shifts are negligible. We therefore do not run tests with symmetric initialization anymore and move on directly to asymmetric initialization.

#### 4.5.2 Asymmetric initialization

We reconsider the Sphere, Ellipsoid and rotated Ellipsoid function introduced in Section 2 and the Rosenbrock function introduced in Section 2.2.3. The results when AMaLGaM is used to minimize these functions is shown in Figure 12 for the case of asymmetric initialization.

There is a clear reduction in number of required function evaluations compared to when SDR–AVS is used alone. The reduction is not only present for the full covariance matrix variant,
Figure 9: Progression of the normal distribution in the first 3 generations for typical runs of an EDA with AMS on the two-dimensional slope function \( f(x) = x_0 + x_1 \) with initialization range \([-5, 5]\). The density contours shown are the 95% error ellipses. Also shown are the selection in the current and next generation, the offspring of the current generation, the current estimated mean, the mean shift and the anticipated mean shift. In the top row \( \alpha = 1 \) and \( \delta = 2 \). In the center row, \( \alpha = 0.214 \) and \( \delta = 1 \). In the bottom row, \( \alpha = 0.214 \) and \( \delta = 2 \).
1. \( \tau \rightarrow 0.3 \)
2. \( \gamma^{\text{min}} \rightarrow 1 \)
3. \( \gamma^{\text{max}} \rightarrow 0.9 \)
4. \( \gamma^{\text{decay}} \rightarrow 1/\gamma^{\text{min}} \)
5. \( \alpha \rightarrow \tau/(2-2\tau) \)
6. \( \delta \rightarrow 2 \)
7. \( t \rightarrow 0 \)
8. \( \beta_{\text{initial}} \rightarrow 1 \)
9. \( \mathcal{P} \leftarrow \text{GenerateInitialPopulation}(n) \)
10. for \( i \leftarrow 0 \) to \( n-1 \) do
11. \( \mathcal{F}_n \leftarrow f(\mathcal{P}_i) \)
12. while \( \neg \text{TerminationConditionSatisfied}() \) do
13. \( (\mathcal{S}, \mathcal{F}^S) \leftarrow \text{TruncationSelection}(\tau, \mathcal{P}, \mathcal{F}_n) \)
14. \( (\pi, \Sigma, \mu) \leftarrow \text{EstimateDistributionML}(\mathcal{S}) \)
15. \( \Sigma \leftarrow \text{c} \cdot \Sigma^{\text{MLE}} \)
16. for \( i \leftarrow 0 \) to \( (n-\lfloor n/\tau_n \rfloor) - 1 \) do
17. \( \mathcal{O}_i \leftarrow \text{SampleNewSolution}(\pi, \Sigma, \hat{\mu}) \)
18. end for
19. \( \mathcal{F}_n \leftarrow \min \{ \mathcal{F}_n \} \)
20. \( \gamma_{\text{improvement}} \leftarrow \gamma_{\text{improvement}} + 1 \)
21. \( \gamma_{\text{improvement}} \leftarrow 0 \)
22. end if
23. end while
24. \( \mathcal{P} \leftarrow (\mathcal{S}, \mathcal{O}) \)
25. \( \mathcal{F}_n \leftarrow (\mathcal{F}^S, \mathcal{F}_n^\prime) \)
26. \( \mu^{\text{MLE}} \leftarrow \hat{\mu} \)
27. \( t \leftarrow t + 1 \)

Figure 11: Pseudo-code for minimization of an \( l \)-dimensional function with AMaLGaM-IDEA using a population size of \( n \). Specific parameter settings used and motivated throughout this article are also given (lines 1–7). Without shaded lines, the above reverts to an EDA with ML estimates. Light shading corresponds to AVS, medium shading corresponds to SDR, dark shading corresponds to AMS.

Figure 12: Scaling of the population size (top) that leads to the minimum number of evaluations (bottom) required to reach the VTR for an increasing problem dimensionality, averaged over 100 independent runs. The initialization range is \([-10, 5]\) for each variable (asymmetric initialization). AMaLGaM is used.
but for all variants, indicating that the AMS technique is a beneficial addition in general and does not only serve to re-align the ML-estimated density for more efficient sampling. There is also a further reduction in population size. This reduction is most apparent for the Bayesian factorization on the rotated ellipsoid function. Although it is still the case that many additional resources are required to learn most of the dependencies, the AMS technique clearly reduces the number of required resources. It appears that taking into account the mean shift reduces the necessity for having all dependencies correct in the model, which also becomes clear from the fact that the univariate distribution in combination with AMS is now able to optimize Rosenbrock’s function. Rosenbrock’s function has only limited dependencies between its problem variables. The rotated functions cannot be optimized using the univariate factorization because the rotations bring about too many dependencies. The AMS technique cannot compensate for the large discrepancy between the model used and the structure of the search space in that case. Only if the full covariance matrix is used are the results on the Ellipsoid function independent of rotation. AMaLGaM-IDÆA with use of the full covariance matrix can thus be said to be robust against rotations of the search space.

Figure 3 hints that AMaLGaM-IDÆA indeed effectively removes the inefficiency that SDR-AVS wasn’t able to tackle. Shifting the initialization range has no effect on the optimal population size. The number of evaluations increases slightly for the simple reason that a larger trajectory is to be traveled to the optimum. The reason why there is no phase transition anymore is that the AMS technique doesn’t require a trigger to set it off. It starts to work immediately and performs more work if the initialization range shifts more. For SDR-AVS this only holds if the initialization range is far enough away from the optimum. From an extrapolation of the results with the sliding initialization range, good results are expected if the initialization range moves far away.

### 4.5.3 Far-away initialization

Figure 13 shows the scalability results on the Sphere, Ellipsoid, rotated Ellipsoid and Rosenbrock functions for an initialization range that is far from the optimum. The similarity with the case of an asymmetric initialization range (Figure 12) is striking. With the exception of Rosenbrock’s function, the optimal population size is not significantly affected. Moreover, the difference between the two results with respect to the number of function evaluations is only a small constant factor. The difference is not zero because a larger trajectory must be traveled through the search space. The constant difference factor between asymmetric initialization and far-away initialization is much smaller than in the case of SDR-AVS alone. Also, the difference is no longer bigger for the full covariance matrix variant than for any other variant. Hence, the addition of the AMS technique indeed allows the EDA to traverse slope-like regions of the search space much more efficiently due to an improved alignment of the probabilistic search direction with the direction of descent. AMaLGaM-IDÆA can be said to be robust against translations of the search space.

Only the results on Rosenbrock’s function are markedly different for the case of far-away initialization compared to the case of asymmetric initialization for dimensionalities between 2 and 20. The required population sizes are larger. The reason for this is that Rosenbrock’s function is not unimodal [26].
the proposed initialization range \([-115, -100]\) for each problem variable, the probability of finding the suboptimum is far larger than with symmetric or asymmetric initialization. Running the same EDA twice in parallel (i.e. with synchronized generations) and stopping whenever either of the runs reaches the VTR reduces the probability of not finding the optimum from \(q_1\) to \(q_2\). Indeed, in Figure 14 it can be seen that in that case the results for the optimal population revert to similar results as found for the unimodal problems.

5 Guidelines and comparison with CMA–ES

In addition to in–depth theoretical and experimental investigations with respect to the algorithms themselves, it is important to compare with other algorithms. It is equally important to have some guidelines that can be used in subsequent applications and research of the algorithm. We therefore first present a set of practitioner’s guidelines here. Subsequently, we use these guidelines to compare the performance of the AMaLGaM–IDEA with CMA–ES, currently the most efficient evolution strategy for continuous optimization.

5.1 Guidelines

To derive guidelines, we use the Sphere, Ellipsoid and Rosenbrock functions defined earlier. We also use the following set of 7 additional benchmark functions:

<table>
<thead>
<tr>
<th>Name</th>
<th>Definition</th>
<th>VTR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cigar</td>
<td>(x_0^2 + \sum_{i=1}^{l-1} 10^6x_i^2)</td>
<td>10^{-10}</td>
</tr>
<tr>
<td>Table</td>
<td>(10^6x_0^2 + \sum_{i=1}^{l-1} x_i^2)</td>
<td>10^{-10}</td>
</tr>
<tr>
<td>Cigar Tablet</td>
<td>(x_0^2 + \sum_{i=1}^{l-2} 10^4x_i^2 + 10^8x_{l-1}^2)</td>
<td>10^{-10}</td>
</tr>
<tr>
<td>Two Axes</td>
<td>(\sum_{i=1}^{l/2-1} 10^6x_i^2 + \sum_{i=1}^{l-1} x_{l/2}^2)</td>
<td>10^{-10}</td>
</tr>
<tr>
<td>Different Powers</td>
<td>(\sum_{i=1}^{l-1}</td>
<td>x_i</td>
</tr>
<tr>
<td>Parabolic Ridge</td>
<td>(-x_1 + 100\sum_{i=1}^{l-1} x_i^2)</td>
<td>-10^{-10}</td>
</tr>
<tr>
<td>Sharp Ridge</td>
<td>(-x_1 + 100\sqrt{\sum_{i=1}^{l-1} x_i^2})</td>
<td>-10^{-10}</td>
</tr>
</tbody>
</table>

For each of these 10 functions, we determined the optimal population size for AMaLGaM–IDEA using the naive variant (i.e. univariate factorization), the learning variant (i.e. Bayesian factorization) and the full covariance matrix variant (i.e. unfactorized). Rosenbrock’s function is not used for the naive variant. Moreover, for the full covariance matrix variant we used both the unrotated as well as the rotated version. Finally, we ran tests for the symmetric initialization range, the asymmetric initialization range and the far–away initialization range. We combined all resulting scalability plots and determined on the basis thereof a guideline for the population size to be used. These guidelines and the combined scalability plots are shown in Figure 15. We chose the population–sizing guidelines such that a minimal population size of 20 is always ensured. For other parameters we used the guidelines derived and mentioned throughout this paper and given in the first lines of the pseudo–code in Figure 11. The population–sizing guidelines we propose are:

- \(n \geq 15l^{0.5} + 5\) (naive, unfactorized case)
- \(n \geq 10l^{0.7} + 10\) (learning, Bayesian factorized case)
- \(n \geq 4l^{1.5} + 16\) (full covariance matrix, unfactorized case)

5.2 CMA–ES

The CMA–ES is an evolution strategy (ES) that aims to improve upon the design of the original ES [3] by derandomizing the pro-
cess that adapts the covariance matrix [16]. Different from the original ES there is only one covariance matrix associated with the population. This means that at the top level, a normal distribution is used each generation to sample a new population from, which is identical to the EDA approach taken in this article. In CMA–ES the mean is even taken to be the sample mean, identical to the ML approach used in EDAs. The main difference with the approach taken in this article lies in how the covariance matrix is determined. In CMA–ES, the estimate is not directly based on the population. Instead, an evolution path is convoluted over time that describes the direction in which the search has progressed in generations past. The covariance matrix is changed each generation to become more aligned with the evolution path. For details, we refer the interested reader to the relevant literature [16].

5.3 Comparison

We used the guidelines defined in Section 5.1 and ran AMaLGaM–IDEA 100 independent times on each of the benchmark problems, both for the asymmetric initialization range and the far-away initialization range. As mentioned earlier, the symmetric initialization range presents an undesirably big bias. For this reason, we have not included this case in our final experiments. For the parameter settings of the CMA–ES, we used the guidelines provided in the literature also [16].

5.3.1 Computational complexities

From the observed results, we computed a least–squares fit to \( \alpha \beta^2 + \gamma \) for both the number of required evaluations as well as the actual computing time to obtain insight into the computational complexity of the tested algorithms. The fit was always found to be highly accurate. The results are summarized in Figure 16 for the asymmetric initialization range and in Figure 17 for the far–away initialization range. For the evaluations, all regression parameters are presented. For the time, only the main complexity parameter (i.e. \( \beta \)) is presented because the actual number of seconds is machine–dependent.

5.3.2 Comparing naive, learning and full covariance matrix

In general, the naive variant has a smaller computational complexity than does the Bayesian variant, which in turn has a smaller computational complexity than does the variant that uses the full covariance matrix without factorization. With this statement it needs to be mentioned that this only holds for functions that fit the model used. The Bayesian method is not well–suited for rotated variants of the tested functions for instance. On those functions, the full method will outperform the Bayesian method. For the full method, the observed computational complexity is similar if the function is rotated. Hence, using the full covariance matrix in AMaLGaM–IDEA results in an EA that is robust to arbitrary rotations of the search space, a property of CMA–ES also.

In general, the performance in terms of computational complexity of AMaLGaM–IDEA does not change significantly when moving from asymmetric initialization to far–away initialization. This leads to the conclusion that AMaLGaM–IDEA is also robust to translations.

<table>
<thead>
<tr>
<th>Function</th>
<th>Algorithm</th>
<th>( c^{(\alpha)} )</th>
<th>( c^{(\beta)} )</th>
<th>( c^{(\gamma)} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sphere</td>
<td>AMaLGaM–N</td>
<td>2.05</td>
<td>1.36</td>
<td>1.27·10^{-4}</td>
</tr>
<tr>
<td></td>
<td>AMaLGaM–L</td>
<td>3.21</td>
<td>1.48</td>
<td>1.09·10^{-2}</td>
</tr>
<tr>
<td></td>
<td>AMaLGaM–F</td>
<td>3.81</td>
<td>2.21</td>
<td>4.16·10^{-1}</td>
</tr>
<tr>
<td></td>
<td>CMA–ES</td>
<td>1.73</td>
<td>0.94</td>
<td>1.85·10^{-1}</td>
</tr>
<tr>
<td>Ellipsoid</td>
<td>AMaLGaM–N</td>
<td>2.19</td>
<td>1.34</td>
<td>1.83·10^{-4}</td>
</tr>
<tr>
<td></td>
<td>AMaLGaM–L</td>
<td>3.28</td>
<td>1.45</td>
<td>1.66·10^{-2}</td>
</tr>
<tr>
<td></td>
<td>AMaLGaM–F</td>
<td>3.71</td>
<td>2.17</td>
<td>6.56·10^{-1}</td>
</tr>
<tr>
<td></td>
<td>CMA–ES</td>
<td>3.76</td>
<td>1.96</td>
<td>5.37·10^{-1}</td>
</tr>
<tr>
<td>Cigar</td>
<td>AMaLGaM–N</td>
<td>2.15</td>
<td>1.33</td>
<td>2.11·10^{-4}</td>
</tr>
<tr>
<td></td>
<td>AMaLGaM–L</td>
<td>3.23</td>
<td>1.44</td>
<td>1.89·10^{-2}</td>
</tr>
<tr>
<td></td>
<td>AMaLGaM–F</td>
<td>3.67</td>
<td>2.16</td>
<td>7.45·10^{-1}</td>
</tr>
<tr>
<td></td>
<td>CMA–ES</td>
<td>2.11</td>
<td>0.91</td>
<td>6.35·10^{-2}</td>
</tr>
<tr>
<td>Tablet</td>
<td>AMaLGaM–N</td>
<td>1.94</td>
<td>1.30</td>
<td>1.65·10^{-4}</td>
</tr>
<tr>
<td></td>
<td>AMaLGaM–L</td>
<td>3.29</td>
<td>1.42</td>
<td>1.43·10^{-2}</td>
</tr>
<tr>
<td></td>
<td>AMaLGaM–F</td>
<td>3.75</td>
<td>2.15</td>
<td>5.60·10^{-1}</td>
</tr>
<tr>
<td></td>
<td>CMA–ES</td>
<td>2.63</td>
<td>1.64</td>
<td>1.14·10^{-1}</td>
</tr>
<tr>
<td>Cigar</td>
<td>AMaLGaM–N</td>
<td>2.14</td>
<td>1.32</td>
<td>1.98·10^{-4}</td>
</tr>
<tr>
<td></td>
<td>AMaLGaM–L</td>
<td>3.30</td>
<td>1.43</td>
<td>1.82·10^{-2}</td>
</tr>
<tr>
<td></td>
<td>AMaLGaM–F</td>
<td>3.66</td>
<td>2.15</td>
<td>7.17·10^{-1}</td>
</tr>
<tr>
<td></td>
<td>CMA–ES</td>
<td>2.75</td>
<td>1.40</td>
<td>2.08·10^{-2}</td>
</tr>
<tr>
<td>Rosenbrock</td>
<td>AMaLGaM–N</td>
<td>2.44</td>
<td>1.45</td>
<td>5.79·10^{-5}</td>
</tr>
<tr>
<td></td>
<td>AMaLGaM–L</td>
<td>3.44</td>
<td>1.54</td>
<td>5.32·10^{-1}</td>
</tr>
<tr>
<td></td>
<td>AMaLGaM–F</td>
<td>3.99</td>
<td>2.26</td>
<td>2.11·10^{-1}</td>
</tr>
<tr>
<td></td>
<td>CMA–ES</td>
<td>3.24</td>
<td>1.76</td>
<td>6.44·10^{-1}</td>
</tr>
<tr>
<td>Parabolic</td>
<td>AMaLGaM–N</td>
<td>2.09</td>
<td>1.44</td>
<td>8.58·10^{-5}</td>
</tr>
<tr>
<td></td>
<td>AMaLGaM–L</td>
<td>3.46</td>
<td>1.75</td>
<td>1.92·10^{-2}</td>
</tr>
<tr>
<td></td>
<td>AMaLGaM–F</td>
<td>3.92</td>
<td>2.54</td>
<td>5.70·10^{-1}</td>
</tr>
<tr>
<td></td>
<td>CMA–ES</td>
<td>3.30</td>
<td>1.90</td>
<td>7.50·10^{-1}</td>
</tr>
<tr>
<td>Parabolic</td>
<td>AMaLGaM–N</td>
<td>1.96</td>
<td>1.07</td>
<td>1.06·10^{-5}</td>
</tr>
<tr>
<td></td>
<td>AMaLGaM–L</td>
<td>3.21</td>
<td>1.10</td>
<td>2.60·10^{-2}</td>
</tr>
<tr>
<td></td>
<td>AMaLGaM–F</td>
<td>3.51</td>
<td>2.01</td>
<td>9.22·10^{-2}</td>
</tr>
<tr>
<td></td>
<td>CMA–ES</td>
<td>2.18</td>
<td>0.98</td>
<td>4.44·10^{-2}</td>
</tr>
<tr>
<td>Sharp</td>
<td>AMaLGaM–N</td>
<td>1.49</td>
<td>0.97</td>
<td>1.15·10^{-2}</td>
</tr>
<tr>
<td></td>
<td>AMaLGaM–L</td>
<td>3.02</td>
<td>1.12</td>
<td>1.02·10^{-2}</td>
</tr>
<tr>
<td></td>
<td>AMaLGaM–F</td>
<td>3.57</td>
<td>1.88</td>
<td>4.88·10^{-1}</td>
</tr>
<tr>
<td></td>
<td>CMA–ES</td>
<td>1.99</td>
<td>0.86</td>
<td>2.02·10^{-3}</td>
</tr>
</tbody>
</table>

Figure 16: Regression coefficients for scalability on all benchmark problems averaged over 100 independent runs using the recommended settings for the population size. The initialization range is \([-10, 5]\) for each variable (asymmetric initialization).
The computational complexity of CMA–ES ranges between the results obtained by the different variants of AMaLGaM–IDEA. For some functions (e.g. Sphere), CMA–ES has a better computational complexity than even the naive variant of AMaLGaM–IDEA. For other functions (e.g. Two axes) it has a computational complexity equal to or worse than AMaLGaM–IDEA (i.e. asymmetric initialization and far-away initialization respectively). The computational complexity results of AMaLGaM–IDEA are less variable. As a result, CMA–ES is better on some functions whereas AMaLGaM–IDEA is better on other functions. Overall, it can be concluded that AMaLGaM–IDEA and CMA–ES are competitive, but that CMA–ES has the upper hand in the comparison. This is especially true if we desire the property of rotation invariance. For AMaLGaM–IDEA this property is only obtained if the full covariance matrix is used. For that variant however, AMaLGaM–IDEA does not outperform CMA–ES on any function, but results at most in a similar computational complexity (e.g. Ellipsoid, Two axes).

### 6 Discussion and Outlook

The results and analysis in this article signal an important shortcoming of early testing. If a symmetric initialization range is used, an undesirably big bias is provided to methods of contraction. Many recombination operators fit this description for continuous search spaces. The results in this article show however that it is not enough to only use asymmetric initialization. For a better understanding of the search dynamics, far-away initialization should be used also. In addition, as was already acknowledged by research on the CMA–ES, it is important to also rotate the search space. Rotation may introduce strong dependencies between the problem variables. Given a new, unseen black-box optimization problem we cannot assume independence between the problem variables. We believe translation of initialization ranges and rotation of test functions to be important to take into account in subsequent EA research for numerical optimization in general.

The applicability of the approaches studied in this article (AMaLGaM–IDEA and CMA–ES) in practice is not independent from the size of the problem to be optimized. From the computational complexity results the applicability of methods that use the full covariance matrix (i.e. AMaLGaM–IDEA with the full covariance matrix and CMA–ES) it follows that these methods are likely not very useful if the problem has many parameters. The required computing time increases quickly with the number of problem variables (roughly cubic or worse). This leaves only methods that take into account only a few dependencies (e.g. allow only one or two parents for each problem variable in the Bayesian factorization) or no dependencies at all (i.e. the naive AMaLGaM–IDEA). Their time scalability is roughly only quadratic. Certainly, if there are many strong dependencies in the problem, the algorithm shall not be able to find the optimum. Still, due to its simplicity, speed, and effectiveness the naive AMaLGaM–IDEA can well serve as a baseline EA to be used for future comparison with other EAs and for practical applications with many variables.

The efficiency of AMaLGaM–IDEA has substantially improved compared to previous EAs, especially in the case of using a full covariance matrix. The search dynamics of AMaLGaM–IDEA now share many properties with CMA–ES. The most notable

<table>
<thead>
<tr>
<th>Function</th>
<th>Algorithm</th>
<th>$f_{\text{true}}$</th>
<th>$f_{\text{true}}$-std</th>
<th>$\tau_{\text{true}}$</th>
<th>$\tau_{\text{true}}$-std</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sphere</td>
<td>AMaLGaM–N</td>
<td>2.00</td>
<td>1.23</td>
<td>2.74e+09</td>
<td>9.46e+09</td>
</tr>
<tr>
<td></td>
<td>AMaLGaM–L</td>
<td>3.17</td>
<td>1.34</td>
<td>2.46e+09</td>
<td>1.63e+09</td>
</tr>
<tr>
<td></td>
<td>AMaLGaM–F</td>
<td>3.56</td>
<td>2.05</td>
<td>1.09e+09</td>
<td>4.08e+09</td>
</tr>
<tr>
<td></td>
<td>CMA–ES</td>
<td>1.68</td>
<td>0.94</td>
<td>2.38e+09</td>
<td>3.17e+09</td>
</tr>
<tr>
<td>Ellipsoid</td>
<td>AMaLGaM–N</td>
<td>2.03</td>
<td>1.24</td>
<td>3.33e+09</td>
<td>8.20e+09</td>
</tr>
<tr>
<td></td>
<td>AMaLGaM–L</td>
<td>3.03</td>
<td>1.36</td>
<td>2.90e+09</td>
<td>1.31e+09</td>
</tr>
<tr>
<td></td>
<td>AMaLGaM–F</td>
<td>3.52</td>
<td>2.09</td>
<td>1.14e+09</td>
<td>4.87e+09</td>
</tr>
<tr>
<td></td>
<td>CMA–ES</td>
<td>3.33</td>
<td>1.92</td>
<td>6.40e+09</td>
<td>1.79e+09</td>
</tr>
<tr>
<td>Cigar</td>
<td>AMaLGaM–N</td>
<td>2.12</td>
<td>1.25</td>
<td>3.40e+09</td>
<td>-2.30e+09</td>
</tr>
<tr>
<td></td>
<td>AMaLGaM–L</td>
<td>3.06</td>
<td>1.35</td>
<td>3.20e+09</td>
<td>4.48e+09</td>
</tr>
<tr>
<td></td>
<td>AMaLGaM–F</td>
<td>3.71</td>
<td>2.08</td>
<td>1.30e+09</td>
<td>4.14e+09</td>
</tr>
<tr>
<td></td>
<td>CMA–ES</td>
<td>2.10</td>
<td>0.90</td>
<td>7.18e+09</td>
<td>-2.16e+09</td>
</tr>
<tr>
<td>Tablet</td>
<td>AMaLGaM–N</td>
<td>1.98</td>
<td>1.22</td>
<td>2.95e+09</td>
<td>1.12e+09</td>
</tr>
<tr>
<td></td>
<td>AMaLGaM–L</td>
<td>3.01</td>
<td>1.32</td>
<td>2.77e+09</td>
<td>1.80e+09</td>
</tr>
<tr>
<td></td>
<td>AMaLGaM–F</td>
<td>3.51</td>
<td>2.04</td>
<td>1.13e+09</td>
<td>5.24e+09</td>
</tr>
<tr>
<td></td>
<td>CMA–ES</td>
<td>2.86</td>
<td>1.64</td>
<td>1.17e+09</td>
<td>1.59e+09</td>
</tr>
<tr>
<td>Cigar tablet</td>
<td>AMaLGaM–N</td>
<td>2.06</td>
<td>1.22</td>
<td>3.54e+09</td>
<td>-4.14e-01</td>
</tr>
<tr>
<td></td>
<td>AMaLGaM–L</td>
<td>3.03</td>
<td>1.34</td>
<td>3.21e+09</td>
<td>8.52e+09</td>
</tr>
<tr>
<td></td>
<td>AMaLGaM–F</td>
<td>3.50</td>
<td>2.07</td>
<td>1.23e+09</td>
<td>4.93e+09</td>
</tr>
<tr>
<td></td>
<td>CMA–ES</td>
<td>2.75</td>
<td>1.40</td>
<td>2.16e+09</td>
<td>1.48e+09</td>
</tr>
<tr>
<td>Two axes</td>
<td>AMaLGaM–N</td>
<td>2.05</td>
<td>1.27</td>
<td>3.06e+09</td>
<td>4.62e+09</td>
</tr>
<tr>
<td></td>
<td>AMaLGaM–L</td>
<td>3.05</td>
<td>1.37</td>
<td>2.86e+09</td>
<td>1.18e+09</td>
</tr>
<tr>
<td></td>
<td>AMaLGaM–F</td>
<td>3.54</td>
<td>2.10</td>
<td>1.11e+09</td>
<td>5.08e+09</td>
</tr>
<tr>
<td></td>
<td>CMA–ES</td>
<td>3.60</td>
<td>2.00</td>
<td>7.91e+09</td>
<td>1.68e+09</td>
</tr>
<tr>
<td>Different powers</td>
<td>AMaLGaM–N</td>
<td>2.23</td>
<td>1.39</td>
<td>1.49e+09</td>
<td>1.98e+09</td>
</tr>
<tr>
<td></td>
<td>AMaLGaM–L</td>
<td>3.29</td>
<td>1.71</td>
<td>1.70e+09</td>
<td>1.94e+09</td>
</tr>
<tr>
<td></td>
<td>AMaLGaM–F</td>
<td>3.55</td>
<td>2.09</td>
<td>7.75e+09</td>
<td>3.78e+09</td>
</tr>
<tr>
<td></td>
<td>CMA–ES</td>
<td>2.90</td>
<td>1.65</td>
<td>1.55e+09</td>
<td>1.14e+09</td>
</tr>
<tr>
<td>Rosenbrock</td>
<td>AMaLGaM–N</td>
<td>2.16</td>
<td>1.55</td>
<td>5.94e+09</td>
<td>-7.59e+09</td>
</tr>
<tr>
<td></td>
<td>AMaLGaM–L</td>
<td>3.52</td>
<td>1.70</td>
<td>2.42e+09</td>
<td>1.43e+09</td>
</tr>
<tr>
<td></td>
<td>AMaLGaM–F</td>
<td>3.78</td>
<td>2.57</td>
<td>5.58e+09</td>
<td>2.35e+09</td>
</tr>
<tr>
<td></td>
<td>CMA–ES</td>
<td>3.32</td>
<td>1.92</td>
<td>7.25e+09</td>
<td>2.52e+09</td>
</tr>
<tr>
<td>Parabolic ridge</td>
<td>AMaLGaM–N</td>
<td>2.09</td>
<td>1.02</td>
<td>2.00e+09</td>
<td>1.57e+09</td>
</tr>
<tr>
<td></td>
<td>AMaLGaM–L</td>
<td>3.21</td>
<td>1.13</td>
<td>2.75e+09</td>
<td>1.14e+09</td>
</tr>
<tr>
<td></td>
<td>AMaLGaM–F</td>
<td>3.51</td>
<td>2.01</td>
<td>1.06e+09</td>
<td>3.38e+09</td>
</tr>
<tr>
<td></td>
<td>CMA–ES</td>
<td>1.71</td>
<td>1.01</td>
<td>4.29e+09</td>
<td>3.43e+09</td>
</tr>
<tr>
<td>Sharp ridge</td>
<td>AMaLGaM–N</td>
<td>1.76</td>
<td>0.95</td>
<td>1.70e+09</td>
<td>2.02e+09</td>
</tr>
<tr>
<td></td>
<td>AMaLGaM–L</td>
<td>3.11</td>
<td>1.08</td>
<td>1.57e+09</td>
<td>2.20e+09</td>
</tr>
<tr>
<td></td>
<td>AMaLGaM–F</td>
<td>3.42</td>
<td>1.87</td>
<td>7.33e+09</td>
<td>3.35e+09</td>
</tr>
<tr>
<td></td>
<td>CMA–ES</td>
<td>1.65</td>
<td>0.78</td>
<td>2.80e+03</td>
<td>-9.00e+03</td>
</tr>
</tbody>
</table>

Figure 17: Regression coefficients for scalability on all benchmark problems averaged over 100 independent runs using the recommended settings for the population size. The initialization range is $[-115, -100]$ for each variable (far-away initialization).
new similarity is the rotation of the probability distribution to become more aligned with the direction of descent. One of the main differences is that whereas AMaLGaM–IDEA re–estimates the density from the selected solutions each generation anew and only adapts the variance multiplier over multiple generations, the CMA–ES adapts the covariance matrix entirely over multiple generations. Although this might make AMaLGaM–IDEA better suited for dynamically changing functions than CMA–ES, it generally means that AMaLGaM–IDEA also requires more function evaluations. Each generation then need to be enough solutions to support a proper ML estimate. As CMA–ES convolutes its covariance matrix over multiple generations, it can greatly reduce the required population size. We therefore believe that a promising future research direction is to reduce the required population size for AMaLGaM–IDEA. This will directly lead to less required function evaluations. To this end is interesting to study the optimal values for the parameters of the normal distribution. One interesting result in recent research shows what the optimal value for the variance is, given a certain value for the mean and a certain function [13]. Since this value is independent of the population, this line of research may yet provide important new insights, especially when comparing these results to the use of ML estimates.

7 Conclusion

In this article, we have focused on the use of the normal distribution in EDAs. Specifically, we have focused on the use of maximum–likelihood (ML) estimates for setting the parameters of the normal distribution. Using ML estimates, the EDA risks premature convergence and can only perform optimization properly if the initialization range nicely brackets the optimum. Optimization then mainly proceeds through contraction. Methods of adaptive variance scaling (AVS) provide a way to control the rate of contraction and even turn it into expansion. As a result, the EDA can look well beyond the region of the selected solutions and is it no longer prone to premature convergence. Because ML estimates of the normal distribution attempt to shape the density similar to the configuration of the selected solutions, the density can however be orientated such that it is not aligned with the direction of descent in the fitness landscape. The variance then needs to be scaled to excessively large values to still make progress along the direction of descent. We have proposed a simple, yet effective way called anticipated mean shift (AMS) that removes this inefficiency. AMS proceeds by not only adaptively scaling the variance of the ML estimate, but also adaptively changing the mean to also draw some solutions down the line of descent instead of only surrounding the estimated mean. We analyzed this technique and provided rational settings its parameters. We called the EDA with ML estimates and adaptive changes thereof Adapted Maximum–Likelihood Gaussian Model — Iterated Density–Estimation Evolutionary Algorithm (AMaLGaM–IDEA). By means of an experimental scalability analysis we showed that the AMaLGaM–IDEA is competitive with CMA–ES and that AMaLGaM–IDEA is robust to rotations and translations of the search space.

The research in this article has thus shown that ML estimates of the normal distribution are not only likely to lead the EDA to premature convergence, efficiently removing this limitation requires online adaptation of both the estimated covariance matrix and the estimated mean. The techniques used in AMaLGaM–IDEA do exactly this in a simple, but principled and effective manner. AMaLGaM–IDEA therefore makes an important step in the progression of understanding and improving continuous EDAs for numerical optimization.
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