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Abstract

Fronts that start from a local perturbation and propagate into a linearly unstable state come in two classes: pulled fronts and
pushed fronts. The term “pulled front” expresses that these fronts are “pulled along” by the spreading of linear perturbations
about the unstable state. Accordingly, their asymptotic spéeduals the spreading speed of perturbations whose dynamics is
governed by the equations linearized about the unstable state. The central result of this paper is the analysis of the convergence
of asymptotically uniformly traveling pulled fronts towards We show that when such fronts evolve from “sufficiently steep”
initial conditions, whichiinitially decay faster than’e* for x — oo, they have aniversal relaxation behavias timer — oco:
the velocity of a pulled front always relaxes algebraically like) = v* — 3/(2A*t) + gﬁDA*/(DA*21)3/2 + 0(1/1?).

The parameters*, A*, and D are determined through a saddle point analysis from the equation of motion linearized about
the unstable invaded state. This front velocity is independent of the precise value of the front amplitude, which one tracks
to measure the front position. The interior of the front is essentially slaved to the leading edge, and develops universally as
O(x, 1) = Py (x — f’ dr’ v(t')) + O(1/t2), whered, (x — vt) is a uniformly translating front solution with velocity < v*.

Our result, which can be viewed as a general center manifold result for pulled front propagation is derived in detail for the
well-known nonlinear diffusion equation of typep = 8345 + ¢ — ¢3, where the invaded unstable stat@is= 0. Even for

this simple case, the subdominan®/2 term extends an earlier result of Bramson. Our analysis is then generalized to more
general (sets of) partial differential equations with higher spatial or temporal derivatives, to PDEs with memory kernels, and
also to difference equations such as those that occur in numerical finite difference codesiversalresult for pulled fronts

thus implies independence (i) of the level curve which is used to track the front position, (ii) of the precise nonlinearities, (iii)
of the precise form of the linear operators in the dynamical equation, and (iv) of the precise initial conditions, as long as they
are sufficiently steep. The only remainders of the explicit form of the dynamical equation are the nonlinear sdlutiods

the three saddle point parametefs 1*, and D. As our simulations confirm all our analytical predictions in every detalil, it

can be concluded that we have a complete analytical understanding of the propagation mechanism and relaxation behavior
of pulled fronts, if they are uniformly translating for— oco. An immediate consequence of the slow algebraic relaxation

is that the standard moving boundary approximation breaks down for weakly curved pulled fronts in two or three dimen-
sions. In addition to our main result for pulled fronts, we also discuss the propagation and convergence of fronts emerging from
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initial conditions which are not steep, as well as of pushed fronts. The latter relax exponentially fast to their asymptotic speed.
© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
1.1. Outline of the problem

In this paper (see Scheme 1), we address the rate of convergence or “relaxation” of the velocity and profile of
a front that propagates into amstablestate. The particular fronts that we analyze separate two non-equilibrium
homogeneous states, one of which is stable and one of which is unstable, and are such that the asymptotic front
solution is a uniformly translating one. We assume that the unstable state is initially completely unperturbed in a
large part of space, and that thermal and other noise are negligible. Examples of such situations arise in one form
or another in physics [1-29,110-113,120], chemistry [29-38hd biology [30,32,36,114]. If the unstable state
domain is not perturbed by imperfect initial conditions or thermal noise, it can only disappear through invasion
by the stable state domain. We analyze the propagation of fronts formed in this process, in particular the temporal
convergence towards an asymptotic front shape and velocity, and show that it is characterized by a universal power
law behavior in the so-called pulled regime. We concentrate on planar fronts, which thus can be represented in one
spatial dimension. However, our results for these and for the dynamical mechanism also have important implications
[37] for the derivation of moving boundary approximations [38,39] for weakly curved fronts in higher dimensions,
as well as for the evaluation of the effects of noise on fronts [40-46], especially the effect of multiplicative noise
[47,48].

The problem of front propagation into an unstable state has a long history, which datéstbablk pioneering
work by Kolmogoroff, Petrovsky and Piscounoff (KPP) [49] and by Fisher [50] on the nonlinear diffusion equation

dhp = 320 + f(9). (1.1)

where f (¢) is such that it has a homogeneous stable giate 1 and a homogeneous unstable state 0. The
early work on this equation [49,50] was motivated by the biological problem of gene spreading in a population.
Since this work, the nonlinear diffusion equation (1.1), in particular the one with a simple nonlinearity of the type

f=ferr(@) =¢—¢", k>1eg.k=2or3 (1.2)

has become a standard problem in the mathematical literature [30,32,36,51-53, Ebt]the F-KPP equation
defined by (1.1) and (1.2), there exist dynamically stable uniformly translating front solgtions) = @, (x — vt)

for every velocityy > v* = 27(0)¥/2, and hence every one of these solutions is a possible attractor of the dynamics
for long timesr. The resulting dynamical behavior or “velocity selection” depends on the initial conditions and
has been investigated by a variety of methods [49-51,53]; essentially all its relevant properties have been derived
rigorously [51]. For example, following the lines of KPP [49], Aronson and Weinberger [51] proved rigorously
that every initial condition, that decays spatially at least as fast &< ér* = %v*) into the unstable state for

1See especially the article by Shaul and Showalter in Ref. [31].

2 As mentioned by Murray [[36], p. 277], the equation was apparently already considered in 1906 by Luther, who obtained the same analytical
form as Fisher for the wave front.

3For some recent more mathematical advances within the physics literature, see [54,115].

4For a recent extension to multidimensional cases, and for an entry into the mathematical literature, see, e.g., [55].



U. Ebert, W. van Saarloos/Physica D 146 (2000) 1-99

Table of content

1 Introduction

1.1 Outline of the problem

1.2 Pushed versus pulled fronts, selection and convergence

1.3 Sketch of method and results on front relaxation in the pulled regime
1.4 Organization of the paper

2 Stability, selection and convergence in the nonlinear diffusion equation
2.1 Statement of problem and essential concepts
2.2 Uniformly translating fronts: candidates for attractors and transients
2.3 Linear stability analysis of moving front solutions
2.4 Consequences of the stability analysis for selection and rate of convergence;
marginal stability
2.5 The dynamics of the leading edge of a front
2.5.1 Equation linearized about ¢ =0
2.5.2 Leading edge representation of the full equation
2.6 Concluding remarks — interior and edge dominated dynamics

3 Universal pulled convergence of steep initial conditions in the nonlinear
diffusion equation
3.1 Observations which motivate our approach
3.1.1 Asymptotic steepness of leading edge determines rate of convergence
3.1.2 Interior follows leading edge: uniform convergence
8.1.3 Choose proper frame and subtraction for the interior
8.1.4 Choose proper expansions and match leading edge to interior
3.2 Expansion in the interior region
3.3 Interior shape expanded towards the leading edge
3.4 Analysis of the leading edge
3.5 Summarizing remarks

4 Simulations of pulled fronts in the nonlinear diffusion equation
4.1 Numerical features specific to pulled fronts
4.1.1 Effect of finite difference code
4.1.2 Effect of finite system size
4.2 Simulation data
4.2.1 f(¢) = ¢ — $3: pulled fronts
4.2.2 f(@) = edp+ ¢° — #°: pushed versus pulled fronts
4.3 Comparison of simulations and analytical predictions
4.3.1 Analysis of the velocity data
4.8.2 Analysis of the shape data

5 Generalization of pulling to higher order (sets of) equations

5.1 Introduction

5.2 Basic assumptions underlying the relaxation analysis of pulled fronts; general-
ization of Table 4

5.3 Pulled front relaxation in single p.d.e.’s of first order in time
5.8.1 The pulled velocity v*

Scheme 1.



U. Ebert, W. van Saarloos/Physica D 146 (2000) 1-99

5.8.2 Uniformly translating solutions @,
5.8.8 The leading edge representation
5.8.4 The relazation analysis
5.4 Generalization to single p.d.e.’s of higher order in time
5.5 Further generalizations
5.5.1 Long time asymptotics of the Green’s function via a Fourier-Laplace trans-
formation
5.5.2 The case of a single field
5.5.3 The case of a set of fields and possible projections
5.5.4 The freedom of projection and the universality of Tables 2 and 5
5.6 Applications
5.6.1 The EFK equation
5.6.2 The streamer equations
5.6.8 A difference-differential equation
5.6.4 Diffusion equation with second order time derivative
5.6.5 An extension of the F-KPP equation with a memory kernel
5.6.6 Ezact results for numerical finite difference schemes

6 Summary and outlook

6.1 Summary of the main results

6.2 Summary of the main conceptual steps of the analysis

6.3 Open problems

6.4 The multiplicity of front solutions and of solutions of the saddle point equations
6.5 A step by step guideline for applying these results

6.6 The subtle role of the nonlinearities: an alternative intuitive explanation

APPENDICES

A An upper bound for v, in the nonlinear diffusion equation

B The generalized nonlinear diffusion equation

C Analytical solutions for pushed nonlinear diffusion fronts and transition to
pulling

D Linear stability analysis of moving front solutions
D.1 Schridinger stability analysis
D.2 Linear perturbations outside the Hilbert space

E Stability analysis, selection and rate of convergence
E.1 Pushed regime: v, = v!
E.2 Fronts into metastable states
E.3 Pulled regime: v, = v*

F General integration of g:‘;2(z)

G Algebraic convergence at the pushed/pulled transition

H Multiplicity of fronts and linear eigenmodes for reflection symmetric equations
of first order in time

I Strongly heteroclinic orbits and change of stability at v

J Relation between the generalized diffusion constants D, and the dispersion
relation

K Edge analysis of uniformly translating pulled fronts with M =1

L Leading edge projections for coupled equations: an example

M Pinch point versus saddle point analysis

Scheme 1. Continued



U. Ebert, W. van Saarloos/Physica D 146 (2000) 1-99 5

x — 00, approaches for large times the front solutibp (x — v*r) with the smallest possible velocity'. Most of
the rigorous mathematical methods, however, cannot be extended to higher order eduations.

In physics, the interest in front propagation into unstable states initially arose from a different angle. Since
the late 1950s, the growth and advection of linear perturbations about a homogeneous unstable state has been
analyzed through an asymptotic large time expansion of the Green'’s function of the linear equations [56—-58]. Only
10-15 years ago it become fully clear in the physics community [59-69,116] that there was actually an empirical
but deep connection between the rigorous results for the second order equations and some aspects of the more
general and exact but non-rigorous results for the growth of linear perturbations. This has given rise to a number of
reformulations and intuitive scenarios aimed at understanding the general front propagation problem into unstable
states [60,61,63,65—69,116].

Although our results bear on many of these approaches, our aim is not to introduce another intuitive or speculative
scenario. Rather, we will introduce what we believe to be the first systematic analysis of the rate of convergence
or “relaxation” of the front velocity and profile in the so-called “linear marginal stability” [63,65] or “pulled”
[59,68,69] regime. In this regime, the asymptotic front velocity is simply the linear spreading speed determined by
the Green’s function of the linearized equations. Quite surprisingly, our analysis even yields a nundegandl
exactresults for the celebrated nonlinear diffusion equation (1.1), but it applies equally well to (sets of) higher order
partial differential equations that admit uniformly translating fronts, to difference equations or to integro-differential
equations. We will discuss such equations in general, and then illustrate our results on the example equations from
Table 1.

For all such equations, our results have a remarkable degree of simplicity and universality: pulled fronts always
converge in time withuniversal power laws and prefactattsat are independent of the precise form of the equations
andindependent of the precise initial conditions as long as they obey a certain steepness criterion. To be precise,
for equations such that the dynamically selected asymptotic front is a uniformly translating pulled front, and for the
so-calledsufficiently steenitial conditions defined such that lim, o¢ (x, 0) €~ = 0 for somex > 1*, we derive
that the asymptotic velocity convergence is given by the universal law

.o 3 T \Y? 1

The velocityv*, the inverse lengtih* and the diffusion constan® are in general obtained from a saddle point
expansion [58] for the equation of motion linearized about the unstable state. In a frame moving with wé |ty
quickest growing modg* is identified by the complex saddle point equatipfw (k) — v*k]|x=x+ = O, wherew (k)

is the dispersion relation of a Fourier mode gxfwt + ikx}. In the more usual decomposition into real functions
this implies that [56,61,63,65]

alm alm

Al B 2 = (1.4)

almk |« oRek |«
The speed of the frame is asymptotically the same as the speed of the front if

Im w (k*) N

— =" 1.5

Imis " (19

For the uniformly translating fronts that we will analyze here, we have

Imk* =1* > 0, Rek* =0, Rew(k*) = 0, (1.6)

5For a discussion of the few mathematically precise results that are available for more complicated or higher order equations, we refer to the
book by Collet and Eckmann [52].
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Summary of the equations studied in detail in Section 5.6 as examples of the general validity of our results for higher order equations, coupled
equations, difference equations, and equations with a kernel. All these equations have pulled front solutions whose asymptotic speed relaxes

according to (1.3)

The EFK equation:

The streamer equations:

A difference equation
from kinetic theory:

A second order exten-
sion of the F-KPP equa-
tion:

An equation with a
memory kernel:

Finite difference ver-
sions of the F-KPP
equation like:

0p = —7;¢ + 02 + f(¢) with0<y<1/12,

&0 = D320 + 8;(0E) + o|Ele~ /Il |
OE = —Dfyo —oE ,

8,Ci(t) =-Ci+C2, ,
T P+ Bt =020+ ¢ — ¢°,

Oz, t) = 82¢(z,1) + [§ dt’' K (t —t') ¢(z,t') — ¢F(,1) ,

uj(t+ A1) —ui(t) _ ujqa(t) — 2u5(2) +uj-a ()

At (Az)?
+uj(t) —ub(t) .

and a real positive diffusion coefficiemt

. 192w

32lm w

T 20k2 |

(1.7)

While the velocity of a front is converging to its asymptotic value, so is the profile shape. Not€rthdt. 3) does
not depend on the “height$ = &, which is being tracked. In fact, if we define the veloaigyof the fixed amplitude
¢ = h throughe (x + f’ dr vg(r),t) = h, thenup to order At2 the velocityvy (1) = v* + X isindependent of the
“height” ¢ = h. Moreover, it is determined solely by properties of the equation linearized about the unstable state,
as Egs. (1.4)—(1.7) show. In this sense, we can indeed spgailiofy of the front by the leading edge of the front.

The above expression fotr) containsall the universal terms, since the next4term in the long time expansion
does depend on initial conditions. The above analytic results for the universal velocity convergence as well as related
ones for the relaxation of the front profile which are summarized in Table 2 and discussed in more detail below,
are fully confirmed by extremely precise numerical simulations. Taken together, this study therefore yields the
understanding of the pulled front mechanism that so many authors [8,61,63—-65,67—70] have sought.

In this paper, first the asymptotic long time behavior is worked out in detail and to high orders for the F-KPP
equation (1.1) and (1.2) in two matched asymptotic expansiong.jfr.1Once we have laid out the structure of
this expansion, it is clear that essentially the same matched expansions can be applied to other more complicated
types of equations, provided that they admit a family of uniformly translating front solutions in the neighborhood
of the asymptotic “pulled” velocity*. Moreover, the two lowest order equations in thg/1 expansion in the
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so-called leading edge region together with a boundary condition suffice to calculate the universal convergence.
The structure of these equations is virtually independent of the precise form of the dynamical equation. For more
general equations, we hence limit the discussion to the motivation and analysis of these two equations. Although we
will give some discussion of the assumptions that underly the expansion (like the one that there is a nearby family
of moving front solutions), a full analysis of these as well as of the extension to non-uniformly translating fronts,
such as those arising in the EFK equation of Table Lyfor %2 in the Swift-Hohenberg equation [71], or in the
complex Ginzburg—Landau equation [66], will be left to future publications §72].

For Egs. (1.1) and (1.2), we simply havé = 2, A* = D = 1. The first term in (1.3) then reduces to a
well-known result of Bramson [74], who rigorously proved that the convergence to the asymptotic vetoisity
v(t) = v* —3/(20*1) uniformly, i.e., independent of the amplitudevhose position one tracks. The facgj'm this
expression has often been considered puzzling, sindntreg diffusion equation with localized initial conditions
yieldsv(¢) = v* — 1/(2A*t) + - - -. In [65], it was argued that the factérin this result applies more generally to
higher order equations as well, but a systematic analysis or an argument for why the convergence is uniform, was
missing. Apart from this and a recent rederivation [70] of Bramson’s result along lines similar in spirit fo ours
and a few papers similar in spirit to that of Bramson [53,76%7%}e are not aware of systematic calculations of
the velocity and profile relaxation. Even for the convergence of the velocity in the celebrated nonlinear diffusion
equation, our 1%/ term appears to be new.

From a different perspective, Powell et al. [67] also considered the convergence properties of pulled fronts. These
authors studied the shapes of the front profiles in the nonlinear diffusion equation and argued that they relax along
the family of unstable uniformly translating front solutions. Although they realized that the velocity relaxation was
algebraic and from below, they did not seem to realize that the domingf(®r) velocity correction was known
from earlier work [65,74]. As we shall see below when we will discuss the shape relaxation of fronts, our derivation
is the first analytic derivation and confirmation of the picture of Powell et al., and identifies the connection with the
velocity relaxation.

Our results are not only of interest in their own right, but they also have important implications. Since the
asymptotic convergence towards the attradidris algebraic in time, the attractor alone might not give sufficient
information about the front after long but finite times, since algebraic convergence has no characteristic timescale.
In particular, there is no time beyond which convergence can be neglected. Such slow convergence means that in
many cases, experimentally as well as theoretically, one observes transients and not the asymptotic behavior. In fact,
in the very first explicit experimental test of front propagation into unstable states in a pattern forming system [2],
viz. Taylor—Couette flow, the initial discrepancy between theory and experiment was later shown to be related to the
existence of slow transients [16]. The slow convergence is important for theoretical studies as well: it is a common
experience (see, e.g., [12,64,78))that when studying front propagation in the “pulled” regime numerically, the
measured transient front velocity is often belgiw This is so even though tleesymptotidront speed can never be be-
low v*, because no slower attractor of the dynamics exists. This observation finds a natural explanation in our finding
that the rate of convergence is always power law slow, and that the front speed is always approathetbw

6A new and simple proof that fronts in the Swift—-Hohenberg equations are pulled, and a new mode expansion that leads to a generalization of
(1.3) for pattern forming fronts which asymptotically are periodic in the comoving frame, such as those arising in the Swift-Hohenberg equation,
will be given in a future publication by Spruijt et al. [99].

"The convergence towards fronts whose dynamics remains non-periodic in the comoving frame, such as those in the complex Ginzburg—Landau
equation for some values of the parameters [12,62,66,116] is discussed in [73].

8 The main focus of the work by Brunet and Derrida [70] is actually the correction to the asymptotic velocity if the fufigtiomas a cutoff
h such thatfy, (¢) = 0for¢ < h. The method the authors use to derive this, is actually closely related to the one they use to rederive Bramson’s
result, and to our approach. See in this connection also the recent paper by Kessler et al. [75].

9 We thank F.M. Hekking for bringing Ref. [76] to our attention.

10see, e.g., Fig. 6 of [78] which is a full numerical study of the predictions of Ref. [9].
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A second important implication of the absence of an intrinsic timescale of the front convergence is the following.
When we consider the propagation of such fronts in more than one dimension in which there is a coupling to another
slow field (as, e.qg., in the phase field models [39, 7d]}he front dynamics does not adiabatically decouple from the
dynamics of the other field and from the evolution of the curvature and shape of the front itself. This implies that the
standard moving boundary approximation [38,39,81] (which actually rests on the assumption that the convergence
on the “inner scale” is exponential) cannot be made. Though this is intuitively quite obvious from the power law
behavior of the front convergence process, the connection between the convergence and the breakdown of a moving
boundary approximation also emerges at a technical level: the divergence of the solvability integrals that emerge
when deriving a moving boundary approximation turns out to be related to the continuity of the stability spectrum
of pulled fronts [37]. The break down of the solvability analysis for perturbations of the asymptotic front in the
pulled regime also has consequences for the evaluation of multiplicative noise in such equations [37,48].

1.2. Pushed versus pulled fronts, selection and convergence

Let us return to the well understood nonlinear diffusion equation (1.1) and discuss to which nonlingdities
our prediction of algebraic convergence applies and why!(®) < 0, the invaded stat¢ = 0 is linearly stable,
and the construction of a uniformly translating frgntc, r) = ®,(x — vt) posses a nonlinear eigenvalue problem.

The solution with the largest eigenvalués the unique stable and dynamically relevant solution (unique up to a
translation, of course). As is well known and discussed in Section 2, any initial front that separates the (meta)stable
statep = 0 atx — oo from another stable state at— —oo will converge exponentially in time to this unique
attractord,,. However, whenevef’(0) > 0, ¢ = 0 is unstable, there is not a unique asymptotic attradtgrout

a continuous spectrum of nonlinear eigenvalueshich constitute the velocities of possible attractdrs The
existence of a continuum of attractors of the dynamics posses a so-salédion problemfrom which initial
conditions will the front dynamically approach which attractor? The attractor with the smallest velocity plays

a special role, as its basin of attraction are all “sufficiently steep” initial conditions, as defined in Section 2. It
therefore will be referred to ahe selectedront solution.

When we concentrate on these “sufficiently steep” initial conditions and analyze the dependence on the nonlin-
earity f in (1.1), the transition from exponential to algebraic convergencemmesincide with the transition from
stability to instability of the invaded stagie= 0, but with the transition between two different mechanisms of front
propagation into unstable states. Indeed, it is known (see also Section 2), tfigbjor 0, there are two different
mechanisms for how the selected frame and its speedse are determined. Eithebgg is found by constructing
a so-called strongly heteroclinic orbit fdr, from the full nonlinear equation. This case is also known as Case Il
[61] or nonlinear marginal stability [63,65], or as pushing [59,68,69]. Or, the selected velggity determined
by linearizing about the unstable state= 0, which case is known as Case | or linear marginal stability, or as
pulling. We, henceforth, will use the terms “pushing” and “pulling” for the two different propagation mechanisms
of a selected front evolving from steep initial conditions, since they, very literally, express the different dynamical
mechanisms.

In a pushed front just like in a front propagating into a (meta)stable state, the dynamics is essentially determined
in the nonlinear thterior part” of the front, wherep varies from close t@¢ = 0 to close to the stable state. The
construction of the selected front as a strongly heteroclinic orbit in the pushed case continuously extends into the
construction of the heteroclinic orbit of the unique attractor if the invaded state is (meta)staile € 0). For
both pushed fronts and fronts propagating into linearly stable states, the spectrum of linear perturbations is bounded
away from zero, so that convergence towards the asymptotic front is exponential in time.

11 An entry into the more mathematically oriented literature is the paper by Bates et al. [80].
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In a pulled front, the dynamics is quite different: as we shall see, itis determined essentially in the region linearized
about the unstable state. We call this region the leading edge of the front. Eq. (1.1) is appropriate for analyzing
the front interior. We will see in Section 2.4, that a stability analysis performed in this representation is not able to
capture the convergence of a steep initial condition towards a pulled front. Rather the substitution

v =9t E=x—v'1, (1.8)
which we shall term th&eading edge representatiptransforms (1.1) into

= + F(¥. &), (1.9)

f=efwe™®) — fOy el =ow?e™™).

This equation will turn out to be appropriate for analyzing a leading edge dominated dynamics. Ngtéstaat
least of ordery? with an exponentially small coefficient §s— oo. For larget, the dynamics is purely diffusive.
If the nonlinearity obeys (¢) — f/(0)¢ < 0 for all ¢ > 0, which is known as a sulfficient criterion for pulling,
the nonlinearityf is always negative. Thefi purely damps the dynamics in the region of smajleFhe dynamics
evolving under (1.9) is equivalent to simply linearizing (1.1) about the unstable state in thé€ f@gjen — there
is only one subtle but important ingredient from the requirement that the dynamics in the linear region crosses over
smoothly to the nonlinear front behavior at smalehat actually enters our leading edge analysis in the form of
a boundary condition. In the leading edge representation (1.9), this is brought out by the presence of the sink-type
term f which is non-zero in a localized region behind the leading edge. With this small ckeat,can conclude
that the leading edge of the front “pulls the rest of the front along”, which is precisely the mechanism that gives rise
to the universal algebraic convergence behavior. In a pushed front, in contrast, the nonlinearity “pushes the leading
edge forward” and convergence is exponential.

To illustrate this discussion by a concrete example, we note that when the fuyi¢fipm the nonlinear diffusion
equation is of the form

f=f(@)=cp+¢"tTt -9t n>o0. (1.10)

we can rely on known analytic solutions fdr,. In this case, the stai¢ = 0 is (meta)stable for < 0. For
0 < € < (n+ 1)/n?, the selected front is pushed, and for> (n + 1)/n?, it is pulled (see Section 2 and
Appendix C).

At this point, a brief explanation of our use of the word “metastable” may be appropriate. For systems with a
Lyapunov function, the word metastable is often used in physics to denote a linearly stable state, which does not
correspond to the absolute minimum of the Lyapunov function or “free energy”. A domain wall or front between
the absolutely stable and a metastable state then moves into the metastable domain; one may therefore loosely call
a linearly stable state “metastable”, if it is invaded by another “more stable” state through the motion of a domain
wall or front.

The understanding of the two different dynamical mechanisms of pushing and pulling in the nonlinear diffusion
equation (1.1) lays the basis for the analysis of equations like those listed in Table 1. The essential step towards
a generalization of the leading edge representation (1.9) is done by a saddle point analysis, that identifies which
Fourier modes of linear perturbations of the unstable state will dominate the long time dynamics. This analysis
yields the parametets’, A*, the diffusion constanb and possible higher order terms required for the leading edge
representation.

12 Note though, that this subtle point is quite important — as we shall see, the saddle point or pinch point analysis gives precisely the wrong
prefactor for the leading/k convergence term because this boundary condition is not satisfied.
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1.3. Sketch of method and results on front relaxation in the pulled regime

Bramson’s method [74] to calculate algebraic convergence is specifically adapted to equations of type (1.1). Itis
based on a representation of the diffusion equation by Brownian processes, which are evaluated probabilistically.
Instead, we construct the asymptotic convergence trajectory towards a known asymptotic state by solving the
differential equations in a systematic asymptotic expansion which, though non-rigorous, extends immediately to
higher order equations. Our approach leadsdactresults since the expansion parameter are inverse powers of the
time¢, so these terms become arbitrarily small in the asymptotic regime.

The idea of the method is that in a pulled front, the speed is essentially set in the leading edge, where linearization
of the equation of motion about the unstable state is justified. This leading edge has to be connected to what we
will refer to as the interior part of the front, defined to be the region where we have to work with the full nonlinear
equation. For the interior, we use the fact that for large times the shape of the converging front will resemble the
asymptotic front, and thus can be expanded about it. We also explicitly make use of the fact that the initial state
¢ (x, 0) for largex is steeper than the asymptotic front profilé = @, in the leading edge, i.ep,(x, 0) €'* — 0
asx — oo. The structure of the problem then dictates the expansiopfr 1

The structure of the expansion ifi\Yz is the only real input of the analysis; its self-consistency becomes clear a
posteriori and it can be motivated from the earlier work on the long time expansion of the Green'’s function of the
linearized equations. Equivalently, the self-consistency emerges from the observation that the equation governing
the convergence towards the asymptotic front profile (1.9) reduces essentially to a diffusion equation in the leading
edge of the front. The derivation of the exact results summarized in Table 2 is essentially based on this ansatz.

The shape convergence is also obtained explicitly from our analysis. The crucial input for the analysis is the
right frame and structure to linearize about. At first sight, a natural guess would be that for large times, the actual
shape of the fronp (x, #) should be linearizable about the shape of the asymptotic vt — v*r). However, the
algebraic velocity convergence (1.3) implies that if a converging front prpiieclose to the asymptotic uniformly
translating front profileb* (x — v*t) at sometimeg, the distance between the actual profile &idwill diverge at
large times asX (t) = —(3/20™%) In(t/t9) + - - - . This result which is illustrated in Fig. 1 implies that if we want
to linearizep aboutd* at all times,we have to mové* along with the non-asymptotic velocityt) (1.3) of the
converging frontA crucial step for the analysis is thus to linearize abbtitsx ) in a coordinate system:

Ex,0), &x=&-X1)=x—-v"1—X), (1.12)

moving with the converging front. If we expagdabout®*(£x) with &x from (1.11) and then resum, we find that

10 e e —
A \ . :
t=0
05 f-—————\ - e S
® Q)
0.0 I | S | NS 1 S
165 170 175 180 185 190 195 , 200

Fig. 1. lllustration of the fact, that even though the shape of a front profile is quite cldsg the position of a front is shifted logarithmically
in time relative to the uniformly translating profile*(¢). Solid lines: evolution of some initial conditiop(x, 0) of the form (4.2) under
0rp = afqb + ¢ — ¢3 attimest = 5, 10, 15. Dotted lines: evolution @ (x, 1) = ®*(&), £ = x — 2¢, at timest = 5, 10, 15. ®* is placed such
that the amplitude = % coincides with that oé (x, ¢) at timer = 5. The logarithmic temporal shift is indicated by the fat line.
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the interior shape of the front is given by
1
¢ (x, 1) = Py (§x +x0) +O (t_2> (1.12)

for &x < +/4Dt. xg expresses the translational degree of freedom of the front. The uniformly translating fignt

is a solution of the ordinary differential equation for the uniformly translating prefike ) = ®,(x — vt), but
with v replaced by thénstantaneousaluev(r) of the velocity. For example, for the nonlinear diffusion equation
(1.2),®,(¢) is the solution of

—vde Py (§) = 07Dy (E) + [(Dy(§)). (1.13)

Eqg. (1.12) also confirms that to leading order the interior is slaved to the slow dynamics of the leading edge. The
transient profilesb,, ) in (1.12) propagate with velocity(r) smaller than* according to (1.3).

For the special case of Eq. (1.1) it is well known (see also Section 2) that when constructing®, fstatting
from ®, = 1 até — —o0, it eventually will become negative for finite whenevew < v*, and that globally such
fronts either do not exist or are dynamically unstable, depending on the properfiésrofegativep. However, only
the positive part ofp, ) fromé — —oo up to& < /7 plays a role as a transient. That the convergence trajectory
is approximately given by, (), was already observed numerically in equations of type (1.1) by Powell et al. [67].
Our analytical derivation of this result actually holds for a larger class of equations, but at the same time we find
that it only holds up to a correction term of ordefrd This non-universal correction is always non-vanishing.

For&y >> +/4Dt, the transient crosses over to

2 1 1
P(x,1) = aky exp:—x*sx - %} <1+ o (\—/;) +0 ($_x>> . (1.14)

The analytical expression for the universal correction of ordeftlin (1.14) is given by Egs. (3.65) and (3.67) for
the nonlinear diffusion equation and is generalized by Egs. (5.39) or (5.69), while the correction of/orddt 1
depend on initial conditions, and is thus non-universal.

A crucial insight implemented above is that the front consists of different dynamical regions which have to be
matched to each other. The situation is sketched in Fig. 2. For a pulled front, the Gaussian region (1.14) of the leading
edge essentially determines the velocity while the front interior (1.12) is slaved to leading order. The Gaussian region
might be preceded by a region of “steepnesbk&ing conserved in time which for sufficiently steep initial conditions
A > A* has no dynamical importance (where the steephéssgefined in Eq. (2.6) below). Likewise, for flat initial
conditions, the dynamics is dominated by the consekveadjion, while pushed dynamics is dominated by the front

¢ | interior leading edge:
Gaussian region conserved A region
* 2
g G /4Dt AVt
¢ - q)v(l)(gx) ¢ - é e e ¢ ~e

X

Fig. 2. Sketch of a relaxing pulled front with the different dynamical regions: the interior is the nonlinear region, the leading edge is the region
linearized about the unstable state. Depending on the initial conditions, the leading edge might still consist of two different regions: a Gaussian
region and a region of conserved steepnes®ri > 1* (defining “sufficiently steep” initial conditions), the (intermediate) asymptotic Gaussian
region determines the velocity relaxation.
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Table 2

The central results on the universal algebraic relaxation towards uniformly translating pulled fronts, see also Fig. 2. These results apply to steep
initial conditions in the nonlinear diffusion equation in the pulled regime (Case IV of Table 4, see Sections 3 and 4) and to more general equations
(see Section 5)

v(t) =v* + X
Height independent velocity:
— ¥ 3 1
=V o (1 ~y/ ZA*szDt ) +0 (Zf)
where the saddle point analysis of the linearized
equation yields v*, \*, D, cf. Table 5 or Egs. (1.4)-

(1.7).
= Use the coordinate: Ex=z—vt-X({1).
Front for éx < VADE $(z,1) = By (x) + O (%)
(front interior) = &*(tx) + X nn(€x) + O ( 3 )

where @, (&) solves ¢(z,t) = D,(z — vt),
and 7, (€) = J‘I)v(f)/dvhﬂ.

Front for {x > V4Dt avex -3 /(4D8)
t = X X R
(leading edge) (z,t) =alx e e +

interior. In both of these cases, the intermediate Gaussian region is absent. For the nonlinear diffusion equation (1.1),
the different cases are discussed in Section 2 and summarized in Table 4. Our results (1.3)—(1.14) are universal in
four ways:

e They are independent of which “height” or level curve is being tracked to define the front velocity.

e The predicted convergence behavior is independent of the precise initial conditions, provided they decay quicker
than e*"*! far in the unstable regime.

e Theleading edge behavior (1.3) and (1.14) is independent of the precise nonlinearities. For Eq. (1.1), the constants
v*, A* and D depend ony’(0) only. For the more general equations, these constants are completely determined
by the saddle point expansion in the equation linearized about the unstable state.

o If we analyze general equations like those listed in Table 1, our prediction for the interior part of the front (1.12)
stays unchanged, as long as the front speed stays determined by the linearization about the unstable state, i.e., the
front stays pulled, and as long as the state behind the front stays homogeneous. The effect of the nonlinearities
just gets absorbed in appropriate functidns
The results summarized in this section are the most central new results of this paper. They are summarized, for

easy reference in Table 2.

1.4. Organization of the paper

Before embarking on our explicit calculation of the velocity and shape convergence in the pulled regime, we
review in Section 2 rather well known results on the multiplicity, stability and convergence of pushed fronts in the
nonlinear diffusion equation, and discuss how far these results can be extended to pulled fronts or fronts emerging
from “flat” initial conditions. Since the convergence towards pulled fronts cannot be derived by linear stability
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analysis, we set the stage for Section 3 by introducing the leading edge transformation. In the central Section 3, the
detailed analysis of pulled front relaxation in the nonlinear diffusion equation (1.1) is given. The detailed numerical
simulations that fully confirm our analytical predictions are presented in Section 4. In this section, we also pay
attention to the specific problems of spatial discretization and system size arising in the numerical solution of pulled
front propagation. In Section 5, we extend our analysis to more general equations, discuss the example equations
listed in Table 1, and present numerical results, again in excellent agreement with our analytical predictions. Here
the picture of a new center manifold theorem for pulled front propagation emerges. We then close the main body of
the paper with a summary and outlook in Section 6.

Since this is a long paper with a large number of detailed results of various types, and since we have made an
attempt to make our results accessible for readers from different fields, we introduce Table 3 as a “helpdesk” for the

Table 3
A guide through the paper for the efficient reader who wants to read about specific results only, or who already has some background knowledge

on the problem of front propagation into unstable states

THE READER’S HELPDESK

If....

then our advice is......

... you want to focus right away on the
relaxation calculation without analyzing
what a stability calculation tells and does
not tell about the relaxation of pulled
fronts,

... you are already familiar with previ-
ous ideas concerning front selection in
the physics literature, but want to get
an idea of our change of emphasis and of
the new detailed results of this paper,

... you (mainly) want to read about the
connection between stability, selection
and relaxation,

... you only want to get an idea of the
conceptual basis of the algebraic conver-
gence,

... you are unfamiliar with the concept of
pulled velocity v* for higher order equa-
tions and want to know how it is deter-
mined,

... you just want to see the numerical sup-
port for the algebraic relaxation predic-
tion from Tables 2 and 5, or want to read
about the numerical intricacies of study-
ing the pulled front convergence,

... you just want a toolkit for when to
apply the predictions from Tables 2 and
5,

.. if you know what is meant with the
“pulled” velocity v* you can start with
Section 3 immediately; if not, read Sec-
tion 2.5, 2.6 and possibly Section 5.3.1
first.

... to skim Section 2.1 for notation and
a summary of the most important back-
ground material, to then check the ap-
propriate Sections of 2 on points which
are not clear from Section 2.1, and then
to proceed to Section 3.

... to read Section 2 with Table 4 and for
the generalization Sections 5.2 and 5.3
with their appendices.

... to read Section 3.1 and possibly Sec-
tions 5.3-5.5 for the arguments concern-
ing higher order partial differential equa-
tions or other types of equations.

... to read Sections 3.1 and 5.3.1 (and
possibly parts of Sections 5.4 and 5.5).

... read Section 4 on the nonlinear diffu-
sion equation and Section 5.6 for higher
order and coupled equations.

... to read Section 6.3.
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reader who wants to focus on a particular aspect of the front propagation problem only, or who wants to get only
an idea of the essential ingredients of our approach and the main results.

We finally note that a brief sketch of our results can be found in [82] and the lecture notes [83]. Later extensions
of the present work can be found in [37,46,48,72,73,99].

2. Stability, selection and convergence in the nonlinear diffusion equation

In this section, we provide the necessary background information on fronts propagating into unstable states by
reviewing a number of results on the multiplicity and stability of uniformly translating front solutions of the nonlinear
diffusion equation [32,36,38,49-51,54,61,63,65-70,84,85,87,88,90-92,11414 A8 .also summarize to what
extent the linear stability analysis of these uniformly translating fronts allows us to solve the selection problem, i.e.,
to determine the basins of attraction of these solutions in the space of initial conditions and for different nonlinearities
f, and to what extent it allows us to answer the related question of the convergence rate and mechanism. It will
turn out that the linear stability analysis fails to explain how pulled fronts emerging from sufficiently steep initial
conditions relax to their asymptotic speed and profile. This sets the stage for a different approach to pulled fronts
by introducing the leading edge representation.

2.1. Statement of problem and essential concepts

In Sections 2—4, we analyze the nonlinear diffusion equation

9 (x, 1) = 0%p + f(9), (2.1)

where f (¢) is assumed to be continuous and differentiable. For studying front propagation into unstable states, it
is convenient to take

fO)=0=f(Q), f(O =1 f(p)>0 forall 0<¢ <1, (2.2)

so that in the interval [01], f(¢) has one unstable stategat= 0 and only one stable state at= 1. Eq. (2.2)
implies thatf’(1) < 0. Note, that we have specified the behavioféd) only on the interval O< ¢ < 1. This is
all we need since it can be shown by comparison argument${3hht an initial state with G< ¢ (x, 0) < 1 for all
x conserves this property in time under the dynamics of (2.1) and (2.2).

In passing, we note that for a nonlinearity like (1.10), a general equation of the form

d:¢ = D2p + Fe(p). F.(0)=0=F(p,), F.(0)=¢, ¢, >0, (2.3)

results. It allows to take either sign. Far < 0, the stated = 0 is linearly stable, foe > 0, it is unstable. Fronts
propagating into metastable states<{ 0) will sometimes also be discussed briefly for comparisoa.#0, (2.3)
transforms to the normal form (2.1) as

Fe(p)

e\1/2 [0
t=er, x=(5) o= f@ = (2.4)

Hence velocities transform as gdr = [dy/dz]/(De)Y/2.

133ee, e.g., Section 3.2 in [86].
14 A brief overview of comparison type arguments can be found in the Appendix of Ref. [61].
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The front propagation probleman now be stated as follows. Consider some initial conditien@®(x, 0) < 1
with

lim ¢(x,00 =0, ¢(x,0) >0 forsomex, (2.5)
X—> 00

that evolves under the equation of motion (2.1) with (2.2) into a front propagating to the right. Which time-independent
profile and which velocity will this front approach asymptotically as time oo, if any? How quick will the con-

vergence to this asymptotic front be? Can we identify the mechanisms that generate such dynamical behavior? Can
we rephrase it in such terms that we can generalize results to equations other than (2.1)? These questions essentially
concern the nature of the front selection mechanism.

As is well known, the answers to these questions depend on more specific properties of the initial condition as
well as of the nonlinearity (¢). For the nonlinear diffusion equation, the answer to the selection problem is known
in full rigor, but we will only review here those concepts which are important in a more general context and which
play arole in the subsequent relaxation analysis. We now briefly outline these main concepts and results and explain
them in more detail in the rest of Section 2.

Existence of a family of front solutionEor front propagation into unstable states, the selection problem is
different and more intricate than for bistable fronts (fronts between two linearly stable states), since when one
solves the ODE for the uniformly translating profigx — vt) = ®,(£¢) one finds that there is a family of fronts
solutions parametrized by the continuous variablleat are possible attractors of the dynamics. This is in contrast
to the situation for bistable fronts where the selected velogcity obtained simply as a nonlinear eigenvalue
problem.

Steepness of a fron¥lost of our discussion focuses more than earlier work on the central and unifying role of
thesteepness of the leading edge of a front, defined as the asymptotic exponential decay rate:

px.0) Fe & A=—lim (8 '”¢> . (2.6)
X—>00 ox

Wheng (x, 1) decays faster than exponentiallyxas> oo, this impliesi = oo.

Pulled and pushed front3 he family of uniformly translating and dynamically stable frofitscan be uniquely
parametrized either by the velocityor by the spatial decay rate or steepnes$he difference between pushed
and pulled solutions is especially clear if we characterize them Bygiven nonlinearityf defines two particular
steepnesseasel Which characterizes the pushed and pulled front solutions.gaghwhich characterizes the basin
of attraction of these so-called selected fronts. The front solutionwithise) > 1 defines the pushed front, while
the pulled one has = Agg = A* = 1. The continuous family of dynamically stable front solutions that exists in
addition to these selected fronts is parametrized by Asteep < 1. The nature and construction of the fronts is
discussed in more detail in Section 2.2, together with a simple property of pulled fronts which will play an important
role in our later relaxation analysis, namely the fact that the asymptotic large time profile of a pulled front is as
D (§) ~EeMEfore > 1.

We will characterize also an initial condition by its steeprieasd call ita sufficiently steep initial conditigqiif
¢ (x,t = 0) decays to zero exponentially faster thartsees for SOMeisteep=< 1, i.€.,

sufficiently steep : ¢ (x, O)X_éooe*” for some A > Asteep (2.7)
otherwise we call iflat;
flat : ¢(X, O)X?\’Ooei)\x, A< Asteep (28)

How Asteepis determined byf (¢), will be discussed in Section 2.4. We will see that always Q.gteep < 1 for
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Eqg. (2.1), and in particular that for pulled fronts
pulled fronts :  Asteep= A" = 1, (2.9)

while for pushed fronts.sieep < 1. The criterion (2.7) for steepness includes all initial conditions with bounded
support or, e.g., the initial conditiah(x, 0) = 6(—x) with 6 the step function.

Note that the intermediate cagdx,0) ~ x~" e *'* is neither sufficiently steep nor flat, according to our
definitions. In Section 3, we shall recover Bramson’s [74] observation that such special initial conditions also lead
to a 1/t relaxation of the velocity profile, but withadependent prefactor far < 2.

Conservation of steepneds Section 2.5, we discuss what we term conservation of steepness: if an initial
condition is characterized by a steepnesthen at any finite time the steepnes®dt, ) is the same as that of the
initial condition¢ (x, ¢ = 0). (Note that the limits — oo andx — oo do not commute.)

The linear stability analysisf front solutions can be performed in detail for the nonlinear diffusion equation.

As summarized in Section 2.3, pushed fronts have a gapped spectrum, while pulled fronts have a gapless spectrum
within their natural Hilbert space. In the selection analysis, we in general also need perturbations from outside this
Hilbert space.

Stability and selectiorin Section 2.4, we discuss the connection between the stability of front solutions and the
selection mechanism; this connection, which underlies much of the marginal stability scenario [61,63,65], hinges
on the fact that the conservation of steepness allows one to relate the steepness of the initial condition to the
steepness of the late stage evolution of the front that can be decomposed into an asymptotic front profile plus a
linear perturbation. The spectral decomposition of this perturbation is largely determined by the steepness of the
initial and the asymptotic state.

Basins of attraction and rate of convergenaee also discussed in Section 2.4. Flat initial conditions (2.8)
approach a front characterized by their initialSufficiently steep initial conditions (2.7) in the pushed regime
(Asel > 1) evolve at late times into a pushed front corrected by linear perturbations that can be represented by
eigenfunctions of the stability operator, whose spectrum has a gap. Hence the convergence of a pushed front is
exponential in time. In contrast, the rate of convergence of pulled fragis=£ 1) cannot simply be obtained from
the spectrum, as it is gapless, and generic perturbations are not spanned by the “natural” eigenfunctions of the
spectrum.

Leading edge and interior dominated dynamiBsth the stability analysis and our relaxation analysis bring out
the importance of distinguishingading edge dominateflom interior dominateddynamics. The most obvious
form of leading edge dominated dynamics results from flat exponential initial conditions (2.8) with finite steepness
A. In this case, the asymptotic front speed is just the speed

1
with which the exponential tail &~ propagates according to the linear dynamical equation

d¢ = 92¢ + ¢ + 0(¢7). (2.11)

This equation is obtained by linearizing about the unstable gtate 0, and is appropriate in the leading edge
region. The more important leading edge dominated dynamics occurs, however, for sufficiently steep initial con-
ditions (2.7) converging to aulled front. As already mentioned, for pulled fronts the asymptotic front speed

is just the linear spreading velocity* determined in the leading edge where the dynamics is essentially gov-
erned by the linearized evolution equation. This type of leading edge dominated pulled dynamics occurs when
the nonlinearities inf(¢) are mostly saturating so that they slow down the growth. In passing, we note that



U. Ebert, W. van Saarloos/Physica D 146 (2000) 1-99 17

we rederive in Appendix A the well-known sulfficient criterion for pulling in the nonlinear diffusion equation,
viz.

f(0) = max ——, (2.12)

with the help of a transformation that we call the leading edge transformation [73,82]. This form of a proof is gen-
eralizable to some other equations [72,73,99]. Pulled fronts are actually at the margin of leading edge domination:
although the linearized equation (2.11) is sufficient to determige= v* = 2, we will see in Section 3 that the
convergenceowards this velocity is governed by a non-trivial interplay of the dynamics in the leading edge and
the “slaved” interior.

Leading edge dominated dynamics contrasts imtirior dominateddynamics, which occurs when the nonlinear
function f(¢) is such that steep initial conditions give risegoshedfronts. For interior dominated grushed
dynamics,vse| is associated with the existence of a strongly heteroclinic orbit in the phase space associated with
®, (&) (Section 2.2). This means that the whole nonlineafity) is needed for constructingse, not only the
linearization f/(0) about the unstable state. The linear stability analysis of Section 2.3 implies that pushed fronts
converge exponentially in time to their asymptotic speed (Section 2.4). This type of dynamics extends smoothly
towards fronts propagating into metastable states, i.e., towatd8 in (2.3).

While in this section, we consider the nonlinear diffusion equations (2.1) and (2.2) only, the straightforward
extension to generalized PDEs of the fofity, 9, ¢, 3§¢, 9;¢) = 0 can be found in Appendix B.

In the following subsections, the above assertions are further substantiated. Readers familiar with most of the
concepts and results listed above can proceed to Section 3.

2.2. Uniformly translating fronts: candidates for attractors and transients

In this section, we recall some well known properties [49-51,61,63,65,69,93,94°1dfA}niformly translating
front solutions of the nonlinear diffusion equations (2.1) and (2.2). We transform to a coordinate system moving with
uniform velocityv: (x, 1) — (&, 1), £ = x — vt, so that the temporal derivative transformsas = 9;|z — vdg|;.
For a frontg (x — vt) = @, (&) translating uniformly with velocity, the time derivative vanishes in the comoving
framed;|: ®, = 0, and soD, (£) obeys the ordinary differential equation

Dy + vd: Dy + f(Dy) =0. (2.13)

In view of the initial condition (2.5), throughout this paper we will focus on the right-moving front and hence we
impose the boundary conditions

D) —>1 for & - —o0, ®d,(&) >0 for & — oo. (2.14)

Close to the stable stafe= 1, the differential equation can be linearized abput 1 and solved explicitly. The
general local solution is a linear combination of xp£} with

he = 3£ W2 -4 (D))Y?). (2.15)

According to (2.2),f/(1) is negative. Thus for any real 4. is positive andi_ is negative. With the convention
(2.14), only the negative root is acceptable. So

D, (&) =1+ exp{—A_(& — &)} + o(exp(—2r_&)) for & — —oo. (2.16)

15\Ve stress that we claim no originality here. In the physics literature, this type of analysis has appeared in various places, quite often in relation
to Ginzburg-Landau or mean-field type approaches (see, e.g., Refs. [79,95,97]).
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The free integration constant multiplying €xpi_£} here has been decomposed into a sigand a free parameter
&o accounting for translation invariance. Apart from translation invariance, there are two solutidp &ose to
¢ = 1 distinguished byt.

A global view of the nature and multiplicity of solutions can be obtained with a well-known simple particle-in-a-
potential analogy. This analogy has of course been exploited quite often in various types of approaches [63,95-97]
and only works for the nonlinear diffusion equation, not for equations with higher spatial derivatives; for these, we
have to rely on a construction of solutions as trajectories in phase space as sketched around Eq. (2.24).

The particle-in-a-potential analogy is based on the identification of Eq. (2.13) with the equation of motion of a
classical particle with friction in a potential. One identifieswith a spatial coordinaté,with time, v with a friction
coefficient, andf with the negative forcef = —force= 34V (¢) derived from the potential (¢) = | ¢ do’ f(¢").

The potential has a maximumgt= 1 and a minimum ap = 0. The construction ob, is equivalent to the motion

of a classical particle with “friction’d in this potential, where at “time* oo the particle is at rest at the maximum

of V. Obviously, for any positive “friction’v > 0, the particle will never reach the minimumdat= 0, if it takes

off from the maximum atp = 1 towardsyp > 1. It will always reachy = O if it takes off towardsp < 1. Thus

for everyv > 0, there is a unique uniformly translating front (unique up to a translation), that starts as (2.14) and
reacheg) = 0 monotonically. Close t¢p = 1 it is given by the— branch in Eq. (2.16).

Let us be more specific on hag = 0 is approached. If the “friction? is sufficiently large, the motion of the
particle will be overdamped when it first approaclges= 0, it will reach¢ = 0 only for “time” & — oo, and
form a monotonic front over the wholkgaxis. This behavior continues down to a critical value of the “friction”
ve. It defines the critical velocity. as the smallest velocity at which, (§) monotonically reache®,(&) — 0
até — oo. (As we will discuss in Section 2.3, a uniformly translating frdnt is dynamically stable if and only
if v > ) If v < v, the particle will reaclk$ = 0 at a finite “time”¢ and cross it. What then happens, depends
on f(¢) for negative arguments. If’(0) = 1 for both positive and negative argumemtss in the case of the
nonlinearities (1.2) or (1.10), the particle might oscillate a finite or an infinite number of times thgotgh and
reachgy = 0 asymptotically fo€ — oo as

Aye ¢ 4 Bye 8 for v > 2,
O, (&) = { (a& + pe ¢ for v =v* =2, (2.17)
C, e cosk(& — &) for |v| < 2,

where
() =20 £ u®) (©>2), i) =32v @l v), (2.18)
n@ =302-9? ©v>2, k) =34-vHY? <2, (2.19)
A =2 =2+ =1 (v=10v"=2). (2.20)

The solution (2.17) of the equation linearized abput 0 contains two free parameters for everfhese parameters
are determined by the unique approach of the fibptfrom ¢ = 1 and will, in general, both be non-vanishing.
The special value* = 2 is determined by linearization about the unstable state. As can be seen from (2.17), it
is a lower bound on the critical velocity. At this value of the velocity, the two roo#s, andi_ coincide. As a
result, the asymptotic profile is not the sum of two exponentials, but an exponential times a first order polynomial
in&.

Depending on the nonlinearity, the criticalve can be determined by two different mechanisms that turn out to
distinguish pushedv¢ > v*) or pulled @ = v*) fronts. Suppose first that upon loweringhe front solutionsb,,
remain monotonic tilv = v*. In this casep; = v* is determined by the equation linearized about the unstable
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state, and we will see, that sufficiently steep initial conditions (2.7) evolve into pulled fronts. A second possibility is
the following. At very largev, the front solution is certainly monotonic, since in the particle-on-the-hill analogy the
particle slowly creeps to the minimum of the potential for large “frictionHenceA, in (2.17) is positive for large

v. Now, depending on the nonlinearities, it may happen upon lowerithgt at some velocity = vT, AUT =0.

The front is non-monotonic far < vT asA, will be negative forn < T, Hence in this case; = vTand pushed
fronts result. The pushed veIocifJ thus emerges from the global analysis of the whole nonlinear front, and not
only from linearization about the unstable state.

For uniformly translating pulled fronts, we will use the short-hand nota#én= ®,-. For large¢ they are
asymptotically

OF(E) = B (8) <€, 2.21)

since in general the coefficientin (2.17) is non-zero. This particular form will in Section 3 turn out to have
important consequences for the convergence of pulled fronts: it determines the prefactor/ofréiexation term.
For fronts with velocityv > v*, the smallei. will dominate the largé asymptotics, so generically

®,(8) Xk, (2.22)

However, for a front solution with veIocityT, we haveAUT =0,and so

o) = 1) Ve, (2.23)

An alternative formulation that can be generalized to higher order equations is the following. A construction of
front solutions of Eq. (2.13) is equivalent to a construction of trajectories in a phase dpack,(= 9: d,) in
which the flow is given by

o,\ v,
% (\If) = (—v\I'v - f(CDU)) : (2.24)

Front solutions correspond to trajectories between the fixed points¥,) = (1, 0) and (0, 0). These are thus
heteroclinic orbits in phase space. Out of (he0) fixed point come two trajectories in opposite directions along one
eigenvector according to (2.16). When we follow the direction for widigldecreases for increasiggits behavior
near the(0, 0) fixed point is given by (2.17). Now, since the flow depends continuously, so will A, andB,, in
(2.17). For large, A, is positive, and from the construction of the flow in phase space one seds timaty change
sign on lowering. The largest with A, = 0 determines the change from monotonic to non-monotonic fronts. At
v = vT, the trajectory flows into the stab{8, 0) fixed point along the most strongly contracting eigendirection —
this is precisely what is expressed in (2.23). For this reason, the sotiigareferred to by Powell et al. [67] as a
strongly heteroclinic orbit. In [66], this solution was referred to as “the nonlinear front solution”.
In summary, the main results of the preceding analysis are:
1. Foreveryw > v, there is a uniformly translating frodt, with velocity v, which monotonically connects = 1
até > —ooto¢ = 0 até — oo. All @, with these properties are uniquely determinedyhyp to translation
invariance.
2. For every O< v < v, there is a unique front solutio®, that translates uniformly with velocity, and that
monotonically connectg = 1 até — —oo to ¢ = 0 at some finité = &.
3. Depending on the nonlinearities, the change from monotonic to non-monotonic behavior can either occur at the
velocity v*, with v* = 2 for (2.1) and (2.2), or at a larger velocim)T: ve = maxfp*, vT]. If ot exists, it is the
largest velocity at which there is a strongly heteroclinic orbit.
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a) (0)<0 b) £(0)>0, v=v'>Vv' ¢) P(0)>0, v=v"
e V(l)\v/
Ve — — — >—
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Fig. 3. Steepness (2.6) versus velocity (1) = A + f/(0)/A with solid line for realx and dotted line for real part of complex vl is the
pushed velocity derived from global analysig, the linear spreading velocity. A fat line or point on the axes denotes the possible attractors
@, (x — vt) of the dynamics, parametrized either by velogityr by steepnesk: (a) the casg”’(0) < 0 corresponding to front propagation into

a (meta)stable state. In this case, there is a unique attractor with valggity v and steepnesse = A+(vT); (b) and (c) the cas¢’(0) > 0
corresponding to front propagation into an unstable state. In this case there is a continuum of attractors parametrized ) the pushed
regime:vse| = ve = o > v*. The steepnesse = A+(vT) of the steepest attractor is isolated just as in case (a). There is a continuous family
of fronts parametrized by & A < Asteep= A_(UT); (c) the pulled regimevse| = v = v*. The steepness’ = Asteep= Asel O the steepest
attractor is at the margin of thhecontinuum of attractors.

The results for invasion into either metastabfé(Q) < 0) or unstable states((0) > 0) and forvc = ol >
andvc = v* are summarized im(1) plots in Fig. 3, which show the multiplicity of stable uniformly translating
fronts @, parametrized by eitharor A.

The results of this section play a role in the subsequent analysis:

e There are important connections [61] between the properties of the uniformly translating front solutions and the
stability of these fronts (see Section 2.3). In particular, front solutions with velocity; are dynamically stable
and possible attractors of the long-time dynamics. Fronts with velocityv; either do not exist or are unstable.

e The results for front selection can be easily formulated in terms of the properties of these uniformly translating
solutions [61,63,65]: for sufficiently steep initial conditions, the dynamically selected velocity coincides with
Ve : Usel = vg. If vge| = vT, we speak of thpushedegime, while ifvse) = v* we speak opulledfronts.

o We will see in Section 3 that the positive monotonic part of the front solutigii) with velocityv < v* plays a
role in the convergence behavior in the interior region of pulled fronts. Note, however, that while a sdluion
of the ODE has according to (2.17) an oscillatory leading edge for lgrtigt causes the dynamic instability of
these solutions, the relaxing front is approximatediy;, only in the interior front region and crosses over to
a different functional form in the leading edge. This behavior is in agreement with the conservation of positivity
of the solution in a nonlinear diffusion equation, if the initial condition was positive.

Allarguments essentially also apply to higher order equations, though then the positivity and monotonicity properties

of the solutions loose their distinguished role.

2.3. Linear stability analysis of moving front solutions

To study the linear stability of a uniformly translating frobt,, we linearize about it in the framg = x — vt
moving with the constant velocity, by writing

¢, 1) = Py(§) + (8, 0). (2.25)
Inserting (2.25) into (2.1), we find to linear order the equation of motiom{ér¢)

dn = Lyn +O?) (2.26)
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with the linear operator
Ly = 9F +vde + ['(Pu(§)). (2.27)

L, is not self-adjoint, so left- and right eigenfunctions will differ. The trouble is caused by the linear derivétive
It can be removed by the following transformation [61,85]:

¥ =e"/?, (2.28)

H, = —e"/2 £, e V82, (2.29)
H, is the linear Schrddinger operator

Hy=—Z+VE).,  VE) =517 — f(@,6), (2.30)
and the equation of motion (2.26) transforms to

—0, = Mo + O(y2 e v4/2), (2.31)

This Schrodinger problem is, of course, well known to physicists [86] (see also [85,87-91]), as lgrigeasn
the natural Hilbert space 6{,.

However, the transformation (2.28) and (2.29) increases the weight of the leadingtedgext) by a factor
eé/2, while it enhances convergencetat> —oo. Therefore, only perturbations with

lim |n| €™ < oo with Ao(v) = Sv (2.32)
E—o00

are spanned by the eigenfunctions within the conventional Hilbert sp&¢g. &for the selection analysis in Section

2.4 below, this function space in general is not sufficient. As it is discussed in detail in Appendix D, one can
construct eigenmodes @, outside the Hilbert space defined by (2.32). With this extension of the function space,
scalar products of arbitrary eigenfunctions might be divergent, so one looses the efficient tool of projection onto
eigenfunctions by taking inner products. Nevertheless, in most cases generic perturbations still can be decomposed
into these eigenfunctions, except in the case of pulled fronts: the linear perturbati@asufficiently steep front

¢ ~ e * with A > 1 (2.7) about the asymptotic pulled frodmt* ~ (af + p)e~¢ (2.17) and (2.21) will decay
asymptotically as

£l

n=¢— O~ — (af + p)e". (2.33)

Since there is only one zero mode of translation with a slightly different asymptotic behavior

Loo=0, o= "2 — (@t +—a)et, (2.34)

the asymptotics off cannot fully be decomposed into eigenfunctions. Here the double root structure of the leading
edge withe £ 0 plays a crucial role, as it later will do again.
The most important conclusions from the present discussions and the detailed Appendix D are:
1. Non-monotonic fronts are intrinsically unstable, and generically will not be approached by any initial condition.
2. Monotonic fronts propagating with velocityare stable against perturbations steeper than®%.
3. Perturbationg; about pushed fronte T that decay more rapidly thaXL(vT) have a gapped spectrum (see
Eq. (D.14)). The same holds for perturbations about frdntsvith a velocityv > vT, if their steepness is larger
thani_(v).
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4. The spectrum of pulled fronts is gapless and cannot be decomposed into eigenfuncHgresseh outside the
conventional Hilbert space.
Before closing this section, we note that although the particle-on-a-hill analogy,for the mapping onto the
Schradinger equation fay, are insightful and very efficient ways to arrive at our results for existence and stability
of uniformly translating front solutions, the analysis by no means relies on these. In fact, much of the phase space
analysis can easily be generalized to higher order equations as those shown in Table 1. For example, in the stability
analysis of non-monotonic fronts, the discrete set of solutions Mjth= 0 plays a particular role. For equations
like the EFK equation from Table 1, monotonicity ceases to be a criterium, but conditions, like O defining
the so-called strongly heteroclinic solutions continue to play a central role in the stability analysis, as discussed in
Appendix H to Section 5.

2.4. Consequences of the stability analysis for selection and rate of convergence; marginal stability

Suppose now, that we start with an initial conditipéx, 0) in the nonlinear diffusion equation (2.1) with a given
nonlinearity f (¢), and then study the ensuing dynamics. What will the linear stability analysis tell us about the
asymptotic { — oo) state and the rate of convergence? It turns out that the issue of selection is more closely related
to that of stability than one might expect at first sight. The reason is the conservation of steepness discussed in more
detail in Section 2.5 belowf initially at # = 0 the steepness defined in(2.6) is non-zerdfinite or infinite, then
at any finite time < oo the steepness is conserved

d(x,0 e = p(x, 1) e for all ¢ < oo. (2.35)

Note that the limitsc — oo andr — oo do not commute. We characterize the initial condition by its steepigss
defined by

¢ (x, t = 0y L Hinitx (2.36)

As a consequence of (2.35), we can ugg to characterize not only the initial conditions but also the profile at any
later time 0< ¢ < oo, when the front velocity might be already close to its asymptotic value.

The conservation of steepness (2.35) entails that a front characterized by an initial stegpnesh be char-
acterized by the same steepness after any finite time, so also at a late stage when the velocity and shape of a front
are close to their asymptotic limits. At such a late stage, the fsardn be decomposed into a possible attractor
®,(x — vt) of the dynamics plus a linear perturbatigras in (2.25). We characterize the attractyy, that we
investigate by its steepnesgsympt The resulting perturbation(x, 1) = ¢(x, 1) — ®,(x — vt) then will have
steepness

Ay = Min[Linit, Aasympl - (2.37)

Whether the perturbationwill grow or decay, that means, wheth&y, with a particular velocity is the attractor

of the evolution ofp or not, is determined by the decomposition of the perturbatioo eigenmodes of the linear
operator. Whether this spectrum has growing eigenmodes, depends on the operator and the function space defined
by the steepness,. With the tools of the stability analysis from Appendix D, the selection question can therefore

be rephrased purely in terms bf, Aasymptand the two steepnesskseepandisel characterizing the nonlinearity

f: for pushed fronts

Asteep= )\—(UT)» Asel = )\+(UT)7 Usel = UT, (2.38)
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Table 4

Table of initial conditions and nonlinearities, resulting in relaxation cases -1V from Appendix E. Fronts at alk taresharacterized by

their steepness (2.6) in the leading edge, and an arrew indicates the evaluation of the quantity for> oco. The nonlinearity only enters

through the existence of a strongly heteroclinic oflhi{x — vt) with vse| = ol > v (see Section 2.2) or its non-existence (thef= v*). vsel
determines.+ o(vse) as in (2.18), which in turn classifies the initial conditions. Pushed or pulled dynamics are special cases of interior or leading
edge dominated dynamics for steep initial conditions. Cases I-lll are treated in Appendix E with stability analysis methods and generically show
exponential relaxation. Case IV is not amenable to stability analysis methods. It shows algebraic relaxation and is treated from Section 3 on

NONLINEARITY
f(9)
INITIAL
metastable unstable
CONDITION
bo.0) 2P ez | 1O <O): (7'(0) > 0):
’ pushed regime: pulled regime:
definition: Vet = v' >0 Vg = vf > v* Vgel = V*
( ._
Dot = Aoz (vser)) =0 v* = 2/F70) v* =2/F0)
Case I: Case IV:
steep: pushed dynamics, pulled dynamics,
Ao < Ainit A— A (’Ut) A— X*
v(t) = vt + O(e™ %) v(t) =v* + O(1/t)
Case II:
steep: pushed dynamics, not applicable
A~ < Ainit < Ao A — A (o) (A+(*) = Xo = X¥)
generically: v(t) = vt + O(e=%)
Case III:
flat: not applicable leading edge dominated dynamics,
0 < Xinit < A (A-@h) <0) A — dinie <A- (1)
v — V(Xinit) > Vsel
generically: v(t) = v(Ainit) + O(e™°%)

and for pulled fronts

Asteep= Asel = A", Vgel = V¥, (2.39)

in the notation of (2.18)—(2.20).

A detailed discussion of the question to what extent one can understand the selection and rate of convergence of
fronts following this line of analysis is given in Appendix E and summarized in Table 4. The two most important
conclusions for our purposes concern fronts evolving from sufficiently steep initial conditions:

1. The gapped spectrum of the conventional Hilbert space for pushed fronts implies that the relaxation towards
pushed front solutions is exponential in time.

2. Even after extending linear stability analysis beyond the Hilbert sjitaisenot possible to derive the rate of
convergence of pulled fronts from the stability spectraimce it is gapless, and generic perturbations cannot be
decomposed into eigenmodes of the linear stability operator even in an enlarged functions space.

We finally note that the usual marginal stability viewpoint is to characterize the family of stable front sofbitions
by the velocityv; from this perspective, the front velocitye Selected by the sufficiently steep initial conditions is
at the edge of a continuous spectrunstablesolutions withv > vsel. In this sense, both the pushed and the pulled
attractors are marginally stable [61,63,65]. The picture changes, however, when the attractors are not characterized
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by the velocityv, but by their asymptotic steepnesgsee Fig. 3). The pulled front then still is at the margin of a
continuous spectrum, while the pushed front is isolated just like the bistable front.

2.5. The dynamics of the leading edge of a front

In this section, we reconsider the dynamics in the leading edge in more detail, firstto demonstrate the conservation
of steepness expressed by (2.35), second to clarify the dynamics that ensues from flat initial conditions, and third
to lay the basis for the quantitative analysis of the relaxation of pulled fronts in Section 3.

2.5.1. Equation linearized abogt= 0
When we analyze the leading edge region of the front, whireg 1, to lowest order, we can negleaid) in
(2.11) and analyze

dop =029+ ¢. (2.40)

We first explore the predictions of this equation, before exploring the corrections due to the nonlifi@gaBgction
2.5.2.

Eqg. (2.40) is a linear equation, so the superposition of solutions again is a solution. A generic solution is, e.g., an
exponential 8**. It will conserve shape and propagate with veloeity) = A + 1/ (2.10):

¢ (x,1) ~exp{—A[x — v(M)t]}. (2.412)

The minimum ofv(}) is given byv* = v(A* = 1) = 2.

Consider now a superposition of two exponentiale~*1* 4+ ¢, e=*2*, Without loss of generality, we can assume
the maximum velocity to bemax = maxv(r1), v(r2)] = v(r1). In the coordinate systefn = x — v(r1)t, the
temporal evolution then becomes

d(x,1) = c1e ML 4 e P21 g0l (2.42)
o = A(v(A1) — v(A2)) > 0. (2.43)

Clearly, the contribution of, decays on the timescaléd, and so for large times> 1/o, the velocity of a so-called

level curve of¢p = const > 0 in anx, ¢ diagram will approach (1) and the profile will converge to @141 (see

[75] for a similar type of analysis). The steepness of the leading edge-ato, on the other hand, will be given

by Amin = min[A1, A2] for all timest < oo.

This simple example already backs up much of our discussion of perturbations outside the Hilbert space in

Appendix E that apply to the Cases Il and Ill in Table 4:

1. The limits¢ — oo andtr — oo, in general, do not commute.

2. The steepness = min;[A;] is a conserved quantity at — oo and: < oo. As the explicit example of [102]
shows, for equations for which one can derive a comparison theorem, the conservation of steepness can easily
be derived rigorously.

3. The velocity of a constant amplitude = const > 0 will be governed by the quickest mode present
max;[v(};)] at large times > 1.

Let us now analyze initial conditions steeper than any exponential. Quite generally, an initial conditiéh

evolves under (2.40)) &8

exp(—[(x — )% — 412]/(41)}
(4rt)t/2 '

(x.1) = / dy $(y,0) (2.44)

16 Eliminate the linear growth term in (2.40) by the transformatios € ¢, solve the diffusion equatiof¢ = 32¢, and transform back.
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Assume for simplicity, that the initial conditiop(y, 0) is strongly peaked abowt= 0, so that for large times, we
can neglect the spatial extent of the region whgfg, 0) # 0 initially. Upon introducing the coordinate= x — 2¢
we get

exp{—§ — §2/(41)
NG

This general expression leads to three important observations:

1. The steepness of the leading edge characterizéd-byo até — oo indeed is conserved for all finite times
1 < 00.

2. At finite amplitudesp = const > 0 and large times, the steepness of the front propagating towgrds oo
approaches* = 1 and the velocity approache$ = 2.

3. Eq. (2.45) furthermore implies that a steep initial condition #Ke, O) approaches the asymptotic velocity
as

d(x,1) x for > 1 (2.45)

v(t)in = v* + & =2~ 2_1; +0 (;2) : (2.46)

where we defined the positidn (¢) of the amplitude: in the comoving framé& = x — 2r as¢ (&,(¢t), t) = h.

Eq. (2.46) is then obtained simply by solvingdn= —&;, — gf/4t — % Int = const

This algebraic convergence is consistent with the gapless spectrum of linear perturbations, and as such it identifies
the missing link in the analysis of the relaxation of pulled fronts. However, Bramson’s work [74] shows that the
gualitative prediction of convergence a& 1s right, but the coefficient of At is wrong. In fact, the mathematical
literature [53] has established (2.46) as an upper bound for the velocity of a pulled front in a nonlinear diffusion
equation. The algebraic convergence clearly comes from thé& prefactor characteristic of the fundamental
Gaussian solution of the diffusion Eqg. (2.45) — this qualitative mechanism will be found to be right in Section 3.

We finish our discussion of solutions of the linearized equation (2.40) with another illustrative example. After the
discussion of the solution (2.41) one might be worried about initial conditionswith1. Such an initial condition
is steep according to our definition, so it should approach the velotitBut according to (2.41), it approaches
the larger velocity(1). However, even in the framework of the linearized equation, this paradox can be resolved:
an initial condition €** on the whole real axis is, of course, unphysical, and we in fact only want this behavior at
x > 1, wherep is small. Let us therefore truncate the exponential for smbyl writing, e.g.4 (x, 0) = 6(x) € ¥,
with 6 the step function. Insertion into (2.44) yields the evolution

1+ erf[(x — 2r1)//41]
3 ,

where erfy = Zn—l/zfgdt e~ is the errorfunction. For > 1, the crossover region wherex 2\t separates two
different asymptotic types of behavior:

¢ (x,1) = exp{—A[x —v(M)¢]} (2.47)

exp{—A[x — v(M)r]} for x > 2ar,

sen o . (2.48)
exp{—(x — 2t) — (x — 2t)/4t} for x < 2ir.
N )

In the region ofx > 2A¢, we find our previous solution (2.41) with conserved leading edge steepness and velocity
v(A), while in the region ofc « 21t we essentially recover (2.45), with= x — 2.

Considering the three different velocities v.) for the region of conserved v* = 2 for the “Gaussian” region
behind, and 2 for the crossover region between the two asymptotes — the distinction between flat and steep initial
conditions now comes about quite naturally:
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1. Forflatinitial conditions, we have < 1, and an ordering of velocities as 2 v* < v(A). The crossover region
then moves slower than both asymptotic regions, so for large times the region offimiiebe dominated by
exp{—A[x — v(A)r]}.

2. For steep initial conditions, we have > 1, and the velocities order ag§ < v(A) < 2. The crossover
region then will move quicker than both asymptotic regions, and the region of dinité#l be dominated by
exp—& — £2/(41)}//T, whereg = x — 2.

We finally note that the above results can also be reinterpreted in terms of the intuitive picture advocated in
[63,65]: the group velocitygr(A) = dv(i)/dr of a near exponential profile in the leading edge is, according to
(2.10), negative fok. < 1 and positive fon. > 1. In this way of thinking, the region with steepnesi the case
considered above expands wher: 1 since the crossover region moves back in the comoving frame (case 1), and
it moves out of sight towards — oo for A > 1 (case 2), since the crossover region moves faster than the local
comoving frame.

2.5.2. Leading edge representation of the full equation

Just as the linear stability analysis of the front was insufficient to cover the full dynamical behavior of the nonlinear
diffusion equation (2.1) and in particular the dynamics of the leading edge, so is the linearized equation (2.40).
In Section 3, we will see that only through joining these complementary approaches, we can gain a quantitative
understanding of the convergence of steep initial conditions towards a pulledbffont

The shortcomings of the linearized equation (2.40) become quite clear by confronting it with what we will call
the leading edge representation of the full equation (2.1):

oy = 0FY + F(Y. &), (2.49)
where we transformed with
y=¢et,  E=x-vn (2.50)

The parameters areg’ = %v* = f'(0)Y/2, This transformation eliminates the terms of orgeand dgy from the
linear part of the equation. The nonlinearity is

f, &) = 5(f(ye ™) — (0 - f(Ope™?) =ow?e™?). (2.51)

This transformation is quite comparable to the transformation of a linear perturbatitmthe Schrddinger picture
asin (2.27) and (2.28). Here, however, we transform the full nonlinear equation, and not only the linearization about
some asymptotic solution.

For, e.g..f (¢) = ¢ — > we havef = —y3e~%. When we neglecf in (2.49), the equation is equivalent to the
linearization aboup = 0 (2.40). The linearization is correct fors> 1, but the presence of the crossover towards a
different behavior for smaller has important consequences for the solutions of the full nonlinear diffusion equation.

In particular, for the leading edge of a pulled frebt ~ (a£& + g)e~¢ (2.17), we generically find % 0 and
accordingly the leading edge behavior (2.21). This leading edge behavior will play a central role in Section 3. In
Section 2.2, we derived # 0 from the uniqueness of the trajectory in phase space, i.e., from the construction of
the whole front frony = 0 up to¢ = 1. We now will give a different argument far # 0 from the analysis of
(2.49), that does not rely on constructing the whole solution yp$o1.

The frontd* propagates uniformly with velocity* = 2, so in the framé = x — 2¢, itis stationaryw* = &* &
then solves

ZW* + f(U*, &) =0. (2.52)
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The boundary conditions (2.14) fdr* imply for W*;

. af + B for &€ — oo,
wH(E) ~ . (2.53)
oEé) for £ » —oo.

The solutiond™ = a& + B for ¢ — oo can directly be derived from (2.52) and the condition Watvanishes at
& — oo. Now integrate (2.52) over the reghxis, and find

o= —f dg f(W*, £). (2.54)

The integral on the RHS is well defined, sinfevanishes exponentially, both fgr — —oo and foré — oo.
Clearly, a nonlinearityf # 0 generically implies: % 0 and hence the leading edge behavior (2.21) for a pdifed

front. Only for particular nonlinearitieg, we occasionally find = 0 (see (3.67) and Appendix C). Having= 0

is obviously only possible if has terms of opposite sign, so that its spatial average vanishes. For the nonlinearity
of form f = ¢ — ¢* with k > 1 (1.2), we finda # 0 always, and in this case the terfmacts like a localized

sink term in the diffusion equation (2.52) f@r. This interpretation is especially useful for the discussion of the
non-uniformly translating fronts [72,73,99].

2.6. Concluding remarks — interior and edge dominated dynamics

Table 4 summarizes the results of this section for various nonlinearities and initial conditions. For pushed fronts,
the stability analysis gives essentially all the ingredients to determine the rate of convergence for pushed fronts.
For pulled fronts emerging from sufficiently steep initial conditions one finds, however, (see Case IV of Appendix
E) that the linear stability analysis is not the appropriate tool: the spectrum is gapless and the rate of convergence
cannot be determined from the spectrum.

The crucial insight for the further analysis is that a relaxing front can be decomposed into different dynamical
regions. Linear stability analysis is the appropriate tool for the interior dominated dynamics of a pushed front. Pulled
fronts and fronts evolving from “flat” initial conditions are leading edge dominated. This calls for different methods
of analysis. The relaxation of pulled fronts emerging from sufficiently steep initial conditions will be addressed in
the next section.

3. Universal pulled convergence of steep initial conditions in the nonlinear diffusion equation

In the present section, we will combine our understanding of the dynamics of the leading edge and of the interior
of a front into one consistent analytical frame, that allows us to calculate the long time convergence of steep initial
conditions towards a pulled front — as we discussed in the previous section, the relaxation in this case cannot be
obtained from the linear stability analysis of the asymptotic solution. The different dynamical regions of such a front
are sketched in Fig. 2. We match an expansion in the interior, that resembles features of the linear stability analysis,
to an expansion of the leading edge. Both expansions are asymptotic expansiggs.iThis approach allows
us to derive the power law convergence of the front velocity and the front profile towérdehis convergence is
universal in leading and subleading order and we calculate all universal convergence terms analytically. For clarity,
we present the detailed calculation for the nonlinear diffusion equation in this section first, and then discuss the
generalization in Section 5.
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3.1. Observations which motivate our approach

3.1.1. Asymptotic steepness of leading edge determines rate of convergence

Our calculation of the spreading of the leading edge under the linearized equation in Section 2.5 gave qualitatively
the right results, but failed to reproduce the quantitative results for the nonlinear equation: inserting sufficiently steep
initial conditions (2.7) into thdinearizedequation (2.11), we found that the asymptotic shape (2.45) approaches
e¢ times a Gaussian far— oo andé > 1 and that this implies for the asymptotic convergence ti@gt, =
2—1/2t) + --- (2.46). For thenonlinearequation, we know that the asymptotic front profié behaves as
®* ~ £ ¢ for£ > 1(2.21) and Bramson [74] has derived with probabilistic methodsitat= 2 —3/(21) + - - -
independent of the height at which the velocity is measured.

How the exact result of Bramson [74] comes out naturally and generally is brought out quite clearly by rephrasing
an argument of [65] as follows (see also [70,82]).

Letus work in the leading edge representation (2.49) and (2.50), and let us from here on use the comoving variable
& specifically for the frame moving with the pulled velocity = 2,

E=x—vt=x-21. (3.1)

The fundamental similarity solution of the diffusion-type equation (2.49) for the leading edge variablg &
in the region where the nonlinearity can be neglected, is of course the Gaussian

exp{—sz/mt)}.

@nn)i2 (3.2)

Yo(§, 1) =
It reproduces our solution (2.45) fgr But also any derivative of the Gaussign = 9o solves (2.49) fog > 1.
The vy, /o are simply Hermite polynomials [98)7 In particular, the dipole solution

—£2/(4
W&, 0 = g0 o RN (33)

also solves the diffusion equation (2.49) for>> 1 and has the proper asymptotidse? o & for 1 — oo.
Transforming (3.3) back t¢, we find

—(x — 2z)2}

¢ (x, 1) o (x — 20) exp{—[x — 2t + 3 Int]}exp{ "

(3.4)
If we now trace the positions2+ X, (¢) of the point wherep reaches the amplitudein the originalx frame, we
find by solvinge (2 + Xj,, t) = h from (3.4) for X, (1) < (4t)1/2

: 3
v =24 X =2 o+, (3.5)

in agreement with Bramson'’s result. This indicates that for large timesl and far in the leading edde>> 1,

the converging front is approximately given by (3.3xif#£ 0 in (2.17) — remember that # 0 implies that

o) ~ £e¢ for large £. We will see indeed that (3.3) does emerge as the dominant term in a systematic
asymptotic expansion in the leading edge region. For reasons explained below it is, however, more convenient to
formulate this expansion in a slightly different frame.

17 See Messiah [86], Appendix B.
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3.1.2. Interior follows leading edge: uniform convergence

The above argument shows that the leadif®) (2¢) velocity correction is due to the diffusion-type dynamics
in the leading edge. Why would the convergence to the asymptotic profilaifm, i.e., be independent of the
height¢ = h whose position is tracked? The answer to this question is intuitively quite simpl&, As—3/(2r),
Xy, >~ —% Inz. If we compare the positioR,, of a heightz1 in the leading edgeig <« 1) with a positionX,, of a
height#s in the interior ¢ = O(1)) where the dynamics af is described by the nonlinear equation, we will have
Xpn, = Xp, — W(hy, h2), whereW is the width of the front between these two heights. Clearl} ibpproaches
a finite value for long times, we need to have alsp, ~ %Int in dominant order as — oo, and hence also
Xp, = —3/(2t) + - - -. But an equation of motion like (1.1) has front solutions whose width is finite, so we expect
indeed that¥ = O(1) for large times. Our analysis will confirm this expectation. In other words, the leading order
velocity correction as-3/(2t) is set by the dynamics of the leading edge, and because of the finite asymptotic width
of the front, the convergenceusiform, i.e., independent df.

3.1.3. Choose proper frame and subtraction for the interior

The above observations have another important consequence. After the front has evolved for some time, we will
find it self-consistent to assume, that its shape will resemble the asymptotic &haffeve want to understand
the interior part of the front, it might at first sight seem appropriate to linearize the convergingfedmut the
asymptotic frontd*. However, the profileb* propagates uniformly with velocity 2, while as we saw above, the
transient profilep propagates with velocity* — 3/(2¢). Thus, if the interior regions of thg¢- and thed®*-fronts
are at about the same part of space at tigneheir distance wiltjivergeas:—z3 In(z/1t9) ast grows! This was already
illustrated in Fig. 1. Hence, linearization ¢f about the asymptotic profil@* during the whole time evolution
requires to mov@* along with the velocity 2- 3/(2¢) + - - - of ¢ and not with its proper velocity 2. Our expansion
is therefore based on writing as

¢, 1) = @*(x) + n(Ex, 1), (3.6)
where
Ex=E—-XMO)=x—-2t - X(). (3.7)

This ansatz anticipates that we need to shift the prdfilean appropriate distancg(z) « Inz, and that with a
proper choice of (1), n becomes a small and decaying perturbation.

3.1.4. Choose proper expansions and match leading edge to interior

We will need two different expansions for the leading edge and for the interior. The expansions have to be chosen
such that they can be matched in overlapping intervals through resummation of the expansions.

Since we use the coordinate system (3.7) in the interior, we also should use it in the leading edge. The leading
1/t contribution from the leading edge suggests to expandthe interior as)1(£x)/t + - - -, and we shall see
indeed that such a form emerges automatically from the ansatz (3.6). The appropriate varigbbe-f(7 in the
leading edge, on the other hand, is the similarity variable of the diffusion equation

_ &

T (3.8)

z
as suggested by (3.2)—(3.4). ExpressiRdy z andr introduces a dependence onJr. We find, that it is actually
consistent to expand the interior in powers p{/k (instead of ¥¢) times functions ofy, and the leading edge also
in powers of ¥/ times functions of.
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The structure of these expansions is essentially our only input. Given this structure, the leading and subleading
order universal terms of the expansions are uniquely determined.

3.2. Expansion in the interior region

We first analyze the interior part of the front whergaries from close to 0 to close to 1. We work in the comoving
frame&xy = x — v*r — X (¢) of (3.7), whereX will have to be determined. We expandaboutd*(&x) as in (3.6).
Because of translation invariance, we have the freedom to fix the positidrf ahd the zero of the coordinate
system by imposing

¢(0,1)=3% and @*(0)=3= 70,1 =0. (3.9)

For ®*, one hasb*(—o0) = 1, and we also assume thl@aapproaches 1 fafy — —oo. This results in the second
condition onn

Sxinl NEx.n =0. (3.10)
We inserip into the equation of motion (1.1), transfonno the coordinatéy (3.7) and find for the equatior®
i = 0Zn + v den + X0 O + f(D* + 1) — f(DN). (3.11)
Oncen is small enough because time has evolved sufficiently Igiid* + ) can be expanded ipand we find
an =L+ X9 @* + Xoen + 3 £ (@")n” + 0(n), (3.12)
where
L* =37 +v* 0 + f/(P*(Ex)) (3.13)

is the linearization operator (2.27) for= v*.

In Sections 2.5.1 and 3.1.1, we have argued that one exjiéots= O(r—1). Asymptotic balancing in (3.12) then
requires that the leading order termya$ of the same order = O(r—1). We therefore expand s= n1(€x)/t+- - .
We have argued that connecting the interior expansion to the leading edge expansion requires an ordering in powers
of 1/4/t. So we choose the ansatz

.1 c32 2

X_T+_t3/2_|_t_2+...’ (3.14)
nx) | n3/2(5x)

MEx 1) = T PR (3.15)

Substitution of the above expansions into (3.13) and ordering in powersyf flields a hierarchy of ODEs of
second order:

L*n1 = —c10: D™, (3.16)
Lnz/2 = —c3/20: P, (3.17)
L0 = —n1 — c1dsm1 — €20 D* — 3 f"(®)nf, (3.18)
L¥*ns/2 = —3n3/2 — c18sM13/2 — c3/20 M1 — €520 D* — " (@*)n1nz/2, (3.19)

18 Throughout this paper, we shall suppress the indl@n partial derivatives with respect4g for notational convenience. Sinég, |; = o1/,
this does not lead to any ambiguities.
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etc. Generally,

n—2
L2 =—30n — 2N@-22 — Zcm/zf)sn(nfm)/z — Cnj29g D*
m=2
o /P (@%) ‘
k=2 ) mg

Y omk=n/2

Itis important to realize that we do not need to drop nonlinear terms, but that the expangi@picf n) in powers
of 5 is also ordered in powers of/{/t. So the higher order termg find their natural place as inhomogeneities
in the equations for; for i > 2. The hierarchy of ODEs is such that the differential equatiormforontains
inhomogeneities that depend only gpwith j < i. The equations therefore can be solved successively. fzach
solves a second order differential equation, and the two constants of integration are fixed by the two conditions (3.9)
and (3.10)%°

Note also, that the time dependent collective coordikate in §&x = & — X (¢) only enters Egs. (3.16)—(3.20) in
the form of the constants, >, which at this point are still undetermined, and that the functigns obey ODEs.

Let us now comparg = ¢ — ®* to the variations of the profile shape with velocity

5=, i — = Xnsn+ 3X%08 + -, (3.21)

wherensp = 3d,/3v|,+ is a “shape mode”, which gives the change in the profile under a changByrconsidering
variations ofv in the ODE for the profileb,,, we find thatysp andnéﬁ) obey

L*nsh+ 9 d* =0, (3.22)
£08) + 20 nsn+ (@) (nsn)? = 0. (3.23)

Comparing (3.22) and (3.23) with (3.16)—(3.18), we can identify

N1 = C1iNsh, (3.24)
13/2 = €3/2Nsh, (3.25)
n2 = consn+ 3¢2n&) + c1p, (3.26)

with p a correction term, that solves the equation
L*p + nsh= 0. (3.27)
In these differential equationsgp, n;ﬁ) andp obey the conditions
nsn©@ =0, 70 =0, p0 =0, (3.28)
nsh(—00) =0,  n{(=00) =0,  p(-00) =0, (3.29)

cf. (3.9) and (3.10).

19Had we introduced any,2, we would have found the equatidlin; > = 0 with the unique solution; > = 0.
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pisthefirstnon-vanishing term that indicates the difference between the transientgptofil¢and the uniformly
translating front solution with the instantaneous velocity

v(t) = v* + X, (3.30)

as resummation af yields
1
P Ex, 1) = Py(Ex) + %p(éx) + ;—grlsh(éx) +0 <t57> . (3.31)

This equation confirms that up to ordet:%, the profile shape is given by the solutidn of the ODE with the

instantaneous velocity(t).

Some remarks on these results are in place:

1. We see, that the dynamics in the front interior is slaved to the evolutiorpimposed by the leading edge, as
we anticipated in Section 3.1.3.

2. The fact that the profile is up to order—2 given by @, (£x) can be traced back to the fact that singe)
varies ag 1, the time derivative tern;, ¢ in the dynamical equation generates terms of ordér This is why
the first two equations in the hierarchy, (3.16) and (3.17), coincide with the ODE (3.22) for the shape mode.

3. Based on numerical data, Powell et al. [67] have conjecturedsthahverges along the trajectory in function
space formed by thé,’s with v < v*. We here have derived this result analytically, and identify the velocity
v of the transients, with the actual instantaneous velocity= v* + X of the front. We find a non-vanishing
correction of order 12 to ¢ ~ Dy x-

4. Thetransient®, have always < v* atlate times, since we will find that = —g, in accord with the discussion
of Section 3.1.1. Note that as discussed in Section 2.2, $ythare positive fronexy — —oo up to a finite
value oféx only. For the transient (3.31), we need only the positive padt,0fThe transient (3.31) crosses over
to a different functional form, beforé, becomes negative.

5. There is a non-universal contribution of ordgrto (3.31). It is non-universal, because it depends on initial
conditions: the structure of our expansion (3.14) and (3.15) is an asymptotic expansion abeut that does
not fix r = 0. We thus can expand i/ — t0) = 1/t + to/t2 + O(1/3) just as well as in . This allows us
to add an arbitrary multiple ofsp/#2 to ¢ in Eq. (3.31). The order/k? term in (3.31) is thus always non-zero,
because the function(¢x) in (3.32) is non-vanishing and not a multiple mf(£x), but its precise value will
depend on initial conditions.

6. The expansion is an asymptotic expansion [100]. Thus, when we have determined the coefficietits,> in
(3.14) later, these are tlxactprefactors if we expand the velocity and shape in inverse powersdhe limit
t — oo. However, the expansion will not have a finite radius of convergencg.jfi.1

3.3. Interior shape expanded towards the leading edge

We will now see that foEx > O(/7), the structure of our expansion (3.15) breaks down. We then have to resum
the terms and use a different expansfon.

Let us calculate the contributioms from (3.16)—(3.20) explicitly in the leading edge region, whgfes> 1 and
¢, * « 1. In this regionC* (3.13) andd* (2.17) are

Lr=07+20+1, O =(abx+p e, for&x>1 (3.32)

20 Actually, the interior expansion also breaks downger— —oo. There too, a different expansion can be used, and this expansion can be
matched to the one we introduced for the interior region. We will not discuss this further here, as it is of no further consequence.
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We remove the exponential through the transformation
Lr=e™oZe,  np=eNy,n  p=eNy. (3.33)
The differential equations determining tiig,» are explicitly
02y =cilabx +v). y=B—o
35.2%/2 = c3/2(aéx + ),

022 = [~1+ c1(1 — 3p)]y1 + caladx + ¥).

02Ys;2 = [—3 + ca(1— 9)]¥r3j2 + caj2(1 — 9) Y1 + csja(aéx + 7). ... (3.34)
Generally,
n—2
352%/2 = [—%(n —2)+c1(1 = 9)]¥(n-2)/2 + Zcm/z(l — 08)V(n—m)/2 + cnj2(aéx +y),
m=3

where we have omitted exponentially small corrections of ordé¥ én the inhomogeneities on the RHS of the
equations. The conditions (3.9) and (3.10)pt0 not influence the solution in the leading edge.
Egs. (3.34) are easily solved. For= €x ¢, we find in the regiorgy > 1

c1ay N c1véx L0 (é_x) 4 c3/203 o (i)

3t 2!t t 31¢3/2 13/2

x
I/fzefX@*JrZw:/j = akx + B+
n=2

c1(c1 — 1)0{5)5( c1f(c1 — Dy — c1a]§§ b c3/2(2c1 — :—23)05§§ o
5112 4112 51¢5/2

+C1(Cl — D(c1— 2ty L

== (3.35)

Obviously, foréx > /1, the expansion is not properly ordered in powers p§/4 anymore, since, e.g§§/t
eventually will become larger thay. A quick inspection of (3.35) shows that we can continue to work in/agir1
expansion if we use the variabie= 5)2(/41‘ (3.8) instead ofy. The expression (3.35) can be identified with

v Vi <(4Z)1/2 +c1(43z|)3/2 L - 51')<4z>5/2 +c1<c1—1><c71|—2)<4z>7/2 +>

_ 3/2
0 (ﬂ N c1(B 2|a)(4z) N c3/2oz:(;l‘rz) 4. ) +01/VD). (3.36)

This resummed expansion anticipates the crossover to the expansiorarid 1/./t below for &x, > 1,
7= §§/4t = O(1), which will fix the coefficientscy, etc. Note that for; = —g, terms of order/r sum up to
a(dzh?2 e * =gy exp—£2/(41)}, which is, in dominant order, the behavior already anticipated in
Section 3.1.1.

Instead of resumming the interior expansion explicitly, it is much more transparent to write an expansion directly
in terms of powers of A/t and the similarity variable of the diffusion equation. This approach, which amounts
to a matching procedure, is the subject of the next subsection.
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3.4. Analysis of the leading edge

We now take up the analysis of the leading edge region- O(+/7) in the case that the initial conditions are
sufficiently steep, so that fay = ¢ €x

lim y(x, 1) <e %X, §>0. (3.37)
Ex—00

Note that according to the discussion of Section 2.5, this condition holds at any finite time if it is obeyed
initially at 7 = 0.

We have already argued in Sections 2.5 and 3.1.1 that the asymptotic profile of the leading edge might be expected
to be somewhat like a Gaussiartip andr times a Hermite polynomial. Also the resummation of the interior front
solution suggests such a form for large We now investigate this expansion more systematically, and will show
that it actually takes the form of a Gaussian times a generalization of Hermite polynomials, namely confluent
hypergeometric functions [98].

In passing, we stress that the arguments from 3.1.1 can be compared directly to our calculation here only to
lowest order, because we now work with the coordinate (x — 2t — X (¢))2/(4t), while we presented our earlier
intuitive arguments in the coordinaté = (x — 2r)?/(4r). Of course, one can also set up a systematic expansion in
the latter coordinate®, but this requires the introduction of logarithmic terms for a proper matching to the interior
part of the front. Working throughout in the shifted franggs= x — 2t — X (¢) or z avoids this altogether.

In the coordinateg§y andz, the equation of motion foi in the leading edge region is (recall that the earlier
leading edge representation in (2.49) was in the framex — 2r)

W = Y + X (3 — Dy + o(e). (3.38)

The differential operators transform under change of coordinat@&te)%/m and: as
z Z\1/2
ole = ol = ~ocl, ol = () il (3.39)
Motivated by the form (2.45) and the discussion of Section 3.1.1, we extract the Gaus$iaa§e/>(plt)} = exp{—z}
from by writing:

_&
T4

This extraction also allows us to make contact later with functions tabulated in [98]. The dynamical equation (3.38)
is equivalent to the equation far:

[207 + (3 — 28, — § — 18, — c1]G = [(Xt — c1) + XV1/z2(1 - 8)]G. (3.41)

v(E ) =€e°Gt), z (3.40)

The equation is organized such that the differential operators of dtéee on the LHS of the equation, while the
RHS has the operators of order/? and smaller.
In analogy to our earlier expansion (3.15), we now make an ansafz fiopowers of ¥/ times functions of
z. A glimpse at the form of the interior shape expanded towards the leading edge (3.36) tells us, that the expansion
should start with the ordey’r. We write

81/2(2)
Vt
Insertion of this ansatz into (3.41) again results in a hierarchy of ordinary differential equations, that can be solved

successively:

G(z, 1) = V1g-1/2(2) + go(z) + S SRR (3.42)
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[202+ (3 — )9, —1—c1]g-1/2 =0, (3.43)
[202 + (3 — 208, —  — c1lgo = [ear2 + 1wz — 3)]g-172. (3.44)
[202 + (3 — 200, — c1lgr/z = [c2 + c3/2v/2(1 — 8)]g—1/2 + [c3/2 + c13/z(1 — 3.)]g0. (3.45)

etc. The general solution of the homogeneous equations with two constants of intelgratamd/,, > can be found

in [98], they are confluent hypergeometric functions. The special solugig)ﬁasof the inhomogeneous equations

can also generally be expressed in terms of double integrals over known functions, as discussed in Appendix F.
Below we will, however, just guess the series expansion of the special furg@ﬁ(we need. We write the general
solution as

8n/2(2) = g5(@) + knj2M (c1+ 3(L— 1), 3, 2) + lj2v/zM(c1+ 32— 1), 3, 2), (3.46)

where the functiond/ (a, b, z) can be expressed by the Kummer series [98]

+oo with (@, =]J@+k-1=
k=1

az a(a+ 172 (@)nz"
M@ bz =14 2 dar0
@b.2) =14+ o B!

I'(a + n)
C(a)

(3.47)

Just as in the integration of the interior shape in Section 3.2, there are two constants of integration to be determined
in every solutiong, 2. In addition, however, the; are not just parameters of the equations as in Section 3.2, but
they now have to be determined also. The conditions we use to determine these three constants per equation are now
(3.36) and (3.37) in analogy to the two conditions (3.9) and (3.10) forthe (i) The solutiong, /> has to agree

with the expansion of the interior towards the leading edge (3.3&) far 1. Then the coefficients af and /z

in (3.36) determine the constants of integrattpp andl, . (i) The transients have to be sufficiently steep in the
sense that they obey (3.37) at any finite timBecause of the form the expansions (3.41) and (3.43), we require that
each termy in the expansion diverges fars> 1 at most as a power law af notexponentially as% In addition,

¥ = € G should not diverge as — oo, but approach a time-independent limit. This gives another condition on

the constants of integration, that can be obeyed only for a particular choigg,gf/». With these choices of the
constants, the smatl expansion ofyy = e7*G from (3.40) and (3.42) becomes identical with the interior shape
expanded towards the leading edge (3.36).

We will solve the first two equations (3.43) and (3.44) explicitly, since they determine the universal terms of the
velocity correctionX. In particular, the solution fog_1/2 (3.43) will connect to our qualitative discussion of the
leading ¥ velocity convergence term (3.5) in Section 3.1.1. Eq. (3.44) will give the universal subleading term
of order 1/¢=3/2,

Let us now start with the solution of the homogeneous leading order equation (3.43),%@(@) =0.The
constants of integration are fixed by (3.36)kag,» = 0 and/_1,» = 2«a. Thereforeg_1,>(z) is after matching to
the interior

g-1/2(2) = 2a/zM(c1+ 3. 3. 2). (3.48)

In order to analyze, how is determined by the matching and the requirement that all transients are exponentially
steeper foEx — oo than the asymptotic profile, we first recall the largeehavior of Kummer function® (a, b, z)
[98]: for positiveb each term of the series (3.47) is finite alis neither zero nor a negative integer, the series is

21Do not confuse the expansion ifi{7 of the velocity in (3.5) or (3.14) with the denominators in (3.2) and (3.3). These poweys,ofit
the&* = x — v*r representation are absorbed into #h€) of & in the&-representation, as sketched in (3.4).
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infinite. Fora zero or a negative integer= —n, the series is finite, since all terms from ord&t! on contain the
factor(a +n) = 0, and forb = % or %’ these finite polynomials are Hermite polynomials. The largeymptotics
of M(a, b, z) for positiveb is

oo [2470€T(B)/T (@)  for —a ¢ No,
M(a,b,z)" ~ (3.49)
2N @)ja)/(B)ja(la)! for —a € No,
whereNy denotes the non-negative integers. If one inserts (3.49) into (3.48) one firigs fory/t
€2/ —c1— 3 ¢ No,
¢ o Ex &5 { e , : (3.50)
(Eg/n ¥ 2exp—65/(4)) —c1— 3 € No.

For —c1 — %’ not a Non-negative integer, we see from (3.50) thé&y, 1) does not converge exponentially fast
to zero, in violation of the condition (3.37). Accordingly, for the so-called sufficiently steep initial conditions that
obey (3.37), we conclude that + %’ has to be zero or a negative integer. Possible solutions are

c=-3, g-1/2(2) = 2a4/z,
a=-3  g120) =20yz(1- %2),
c1 = —%’ g—l/Z(Z) = 20(\/2(1 — %Z + liSZz), (351)

etc., with theg_1,> given by Hermite polynomials.

There are two ways to argue, why genericaljy= —% is the appropriate solution. (a) If the initial condition is
always non-negative, e.g., becaysis a density, the transient may not have nodesg; se —% is the only possible
solution. (b) If one can create a front with nodes whose leading edge after some evolution is the superposition of the
solutions in (3.51), the solution withy = —% propagates quickest, so the other contributions will be convected to
the back, and the; = —% solution will dominate at large times [72]. This argument coincides with the argument
from Section 2.3, that fronts with nodes generically are not attractors for the long time dynamics for the nonlinear
diffusion equation (1.1). A similar reasoning for the leading edge region can be developed from the arguments in
Section 6.6. Furthermore, we have checked various initial conditions with nodes numerically and we have found that
either the node gets stuck behind the evolving front or moves awgay+ooo with velocity larger than™*, leaving
in both cases a leading edge of the front behind that developscyith —%. We thus find for initial conditions
(3.37) steeper thad* generically

c1=-3, 8-1/2(z) = 204/z. (3.52)

This solution is identical with the ordey’r of v € with v from (3.36). Forg, we find in the regiorey > 1
linearizable about the unstable state in leading order

1 1
¢ — by expl—Ex — £2/(4D)) <1+O<E_X> +o<$>>, (353)
. 1
éX:X—Ut+%|nf+o<$>, (354)

consistent with the arguments from Section 3.1.1.
Integration ofgg now gives the subleading universal terms, which af&/Q’r) in (3.53) and (3.54). Insertion of
(3.52) into (3.44) results in

[202 + (3 — 2)0: + L]go = 2(§ + c3/2/7 — 32). (3.59)
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We now can follow Appendix F for the general solution of the inhomogeneous equation, or we rather can guess a
special solution of the inhomogeneous equation by noting that the function

o]

(Dp—2z"
Fn(z) = ;Vm (3.56)

is proportional to a truncated Kummer serigg—1, % 7) (3.47) and solves
ZNfl
(1/2y-1(N = 1)’
The special solution of the inhomogeneous equation (3.55) is then easily seen to be
gSp(Z) = 2a(3 + 23277 — 3F2(2). (3.58)

Comparing (3.56) to (3.47) and (3.49), one finds

[202 + (3 — 2)0, + 1]Fn(2) =

(3.57)

8@ X = Saym e (3.59)

The general solution (3.46) of (3.55) is thus
20(2) = gP(2) + ko(L — 22) + lov/2M (=3, 3, 2) *E" B + ko) + (daczjz + ) v/Z + O2) (3.60)
- Gavr + Lo Y2, (3.61)

where we have used (3.49) and (3.59) for the largsymptotics. Compare now the sma#xpansion (3.60) with
(3.36). One obviously has to identify

Sa+ko =B, Aoczo + 1o = 0. (3.62)

If go would decay asymptotically as®/2 & for largez (3.61), the subleading contribution of ordgnfr in ¢ (3.53)
would not decay like a Gaussian e{xya})%/(m)} as the leading order term does, but it would decay algebraically
like §§3(4z)3/2. This would destroy the ordering of our expansion (3.42) and lead to a divergefpic®of — oc.
Thus the coefficient of the leading order term/2 & in gg (3.61) has to vanish:

Sav/m + 3l0=0. (3.63)
Egs. (3.62) and (3.63) fix all constariis /o andcs/2. The velocity correction of order/t3/2 s

32 =37, (3.64)
and the analytic solution fqgo(z) is

80(2) = B(1— 22) + 3a(z — 3F2(2)) + Bar/mz(1— M(—3. 3, 2)), (3.65)

with « andg the coefficients of the asymptotic leading edge shape&) = (x& + ) €% for ®* « 1. Note that
the subleading terr contributes only the rather trivial — 2z) term, while the coefficient of the leadingcontains
all non-trivial terms. The result (3.64) and (3.65) reproduces the ofder(3.36) identically.
We summarize the results obtained from the analysis of the leading edge: the appropriate coordinate system is
&x = x — v*t — X (¢), and the universal velocity correction is given by

X = _% (1— (%)l/2> +0 (;2) . (3.66)
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The shape in the leading edge, where« 1, is given in terms of the variablég and: by

2
¢(Ex, 1) = expl—Ex — £5/(4N}G (i—); t) (3.67)

oyt g2 SATEIN 5 AU
=exp{—&x —&x/(4n)} | oéx + go A +ﬁg1/2 el I . (3.68)

with go(z) from (3.65).

Egs. (3.65), (3.66) and (3.67) are the second part of our final result, valid in the leading edge of the front, where
¢ < 1. It complements our earlier result (3.31), valid in the interior of the front, with functiprfilom (3.22) and
py from (3.27).

3.5. Summarizing remarks

Let us end this section by putting these analytical results into perspective:

1. The requirement that the leading edge remains steeper than the asymptoticlgrafileny finite time together
with the requirement that it converges®’ ast — oo, determines the velocity convergence constapts.
These constants are thus determined in the leading edge by the initial conditions. They are just parameters in the
equations for the interior (3.16)—(3.20).

2. The leading order velocity correctionreproduces Bramson'’s result [74], which he derived through solving the
(nonlinear) diffusion equation with probabilistic methods. The universal subdomipatit is new.

3. Accordingto ourdiscussionin connection with the interior expangigpandc, should be termed non-universal,
because the change fromitz to 1/(r — t0)/? in the asymptotic expansion abaut> oo changes these terms.
As for (3.31), we conclude that at least parts of these terms depend on initial conditions and are therefore
non-universal.

4. We stress once more that the full expansion is only asymptotig4fr,lbut that the prefactors of the/Aand
1/1%2 terms are exact.

5. The leading edge expansion is an intermediate asymptoticwaitid for 1 « z <« /1 or /t < &x < t,
respectively. Above, we extensively made use of the crossover to the interior expansjo® fbr Let us now
look into the breakdown far > O(+/1), i.e., foréx > O(z). This second breakdown immediately follows from
inserting into (3.42) our resulig_1/2(z) = O(y/z) andgo(z) > O(z) (in fact, go(z) = O(zInz) according to
Appendix F). This new crossover actually needs to exist in view of our discussion in Section 2.5.1: the steepness
A is conserved fox — oo for all timest < oo. It will retain the information about the precise initial condition.
This region of conserved steepnesgxat- O(t) crosses over to the universal Gaussian leading edge region for
&x < O(t), which determines the universal relaxation behavior as discussed above. The region of conserved
steepness atéy > O(¢) has no further consequence for the dynamics, if the initial steepnggg is 1*. It
will disappear toward§y — oo by outrunning the leading edge region with an approximately constant speed.
This scenario is sketched in Fig. 2.

6. Our resultis valid in the pulled regime but it does not apply at the bifurcation point from the pulled to the pushed
regime. For nonlinearity (1.10) this means, that the analysis appliesﬁov?1 [65]. Only thend* (&) o £ e7¢,
which is one of the essential ingredients of our asymptotic analysise Far %, the front is pushed, and
convergence is exponential, as discussed in Sections 2.3 and 2.<4.=Fo}, precisely at the pushed/pulled
transition,®*(£) o« e7¢. In this case, convergence is still algebraic, but the analysis of this chapter does not
apply exactly. The convergence analysis, however, can be set up along the same lines. As shown in Appendix G
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we then get instead of (3.66)

. 1 1 /m\12 1

X=—o (1—5(7) )+O<72)' (3.69)
Note that the facto% of the 1/r term is replaced b)% at the bifurcation point. Along the lines of the argu-
ments of Section 3.1.1 this can be understood simply from the fact that at the bifurcation point the asymptotic
behavior of®* is as®*(¢) ~ e ¢, notasé e ¢, and hence that the simple Gaussian leading edge solution
exp{—& —£2/(4t)}/+/t matches to the asymptotic front profile in leading order. However, the velocity relaxation
(3.69) at the pushed/pulled transition does contain a universal subleading term of trfdétHat is absent in
the relaxation of the linear equation (2.46).

7. Up to now we excluded the particular initial conditiafiée, 0) >~ x~ e~* from our discussion, since they are
neither sufficiently steep nor flat according to our definition. It is amusing to see that also such initial conditions
can be treated with our approach. For sufficiently steep initial conditions, we discarded the casg thag
would be different from an integer or zero after Eq. (3.50), because it would violate the exponential bound (3.37)
for large&yx . However, for the above particular initial conditions, the asymptotic behavior (3.37) is replaced by
v ~ &, " for éx > 1. For anyv < 2 one concludes immediately from Eq. (3.50) that

v+1

¢>(x,0):x*”e*":>v(t)=2—7+--- , (3.70)

a result also derived by Bramson [74]. In other words, in the case in which the initial conditions are intermediate
between sufficiently steep and flat, the prefactodoesdepend on the initial conditions and may even change
sign, but the relaxation is still power-law like. To get the next order term in the expansion for these special initial
conditions, our expansion will probably have to be generalized. We will comment on this in Section 6.

4. Simulations of pulled fronts in the nonlinear diffusion equation

In this section, we present simulation data for fronts in the nonlinear diffusion equatica a§¢ + f(¢) (1.1)
propagating into the unstable staie= 0, and compare these with our analytical predictions. In particular, we
thoroughly investigate fronts with the nonlinearifyg) = ¢ — ¢3, so that the equation becomes

dp = 920 + ¢ — ¢°. (4.1)

This equation forms pulled fronts witlt = 2 and,.* = 1 = D, if the initial conditions are sufficiently steep. As an
example of a nonlinearity allowing for both pushed and pulled fronts, we also present datafes ¢ + ¢ — ¢°
for e = 0.56 and 0.96.

As an initial condition, we here always choose

¢(x,0) =

1 R { exp{—Ainit (x — x0)}, x — oo, 4.2)

1+ exp{Ainit (x — x0)} 1 X — —o0.

According to our analytical results, all initial conditions with initial steepness< Ainit < oo exhibit the same
universal relaxation behavior asymptotically ias—> oo, if the front is pulled. We indeed do find this in our
simulations. Below we only present simulations fgf; = 10.

The section is organized into a discussion of the specific numerical features of pulled fronts (Section 4.1), the
presentation of the raw simulation data for nonlinearifi¢g) = ¢ — ¢3 and f (¢) = €¢ + ¢3 — ¢° (Section 4.2),
and a detailed comparison of the simulations for (4.1) with the analytical predictions (Section 4.3).
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4.1. Numerical features specific to pulled fronts

To integrate a given initial conditiog (x, 0) forward in timer for a nonlinear diffusion equation, we use a
semi-implicit algorithm which is explained in detail in Section 5.6.6 (Eq. (5.114)). When running the program, we
have to choose a spatial and temporal discretizatiorand Az, a system size & x < L, and a positiorxg of the
initial condition within the system. Comparing results for different parametersaA¢, L, andxg to each other and
to the analytical predictions in the extreme precision of often better than six significant figures, we find two features
specific to the particular dynamic mechanism of pulled fronts.

4.1.1. Effect of finite difference code

The numerical results of the simulation depend of course on the stepssizaad Ar of the finite difference
code. In fact, in Section 5.6.6, we will have collected all analytical tools to calculate the correctichs2@,
A* = 1andD = 1, that depend on the numerical integration scheme and on the parametarsl Az. All data
presented here are derived fox = 0.01 = A¢. For a pulled front in a nonlinear diffusion equation solved with a
semi-implicit scheme, our analytical prediction (5.116) yialis= 2.0000751* = 0.999954, and> = 1.00035.
We will need the accuracy of the data below, when we compare to our analytical relaxation prediction.

4.1.2. Effect of finite system size

In contrast to a pushed front, the final> oo relaxation of a pulled front very sensitively depends on system size
L and front positioncg. This effect is closely related to the pulled mode of propagation and the breakdown of the
linear stability analysis. Because the half-infinite space 1 of the leading edge dominates the dynamics, the very
long time dynamics of the front is sensitive to the region a¢ 1, even though ther¢ « 1. More precisely, the
diffusive spreading of the linear perturbation as in Eq. (3.3) or (3.67) that determines the speed, strongly depends
on the boundary conditions &t = x — v*t — X (1) = O(+/4Dt).

For this reason, we shift the front back to its original positigmwithin the system after every time step-11 = 1.
This eliminates the-interval 0 < x < xghit & v* on the back side of the front from our data, while a newmterval
L — xshift < x < L has to be created. One might assume that this procedure yields good results for integration times
T upT = O((L — x0)?/(4D)) because of the diffusive nature of the spreading. However, the precision noticeably
breaks down earlier because of the arbitrariness of the newly creatgdrval L — xshiit < x < L in the shift
process. Filling this region with the constaftx) = ¢ (L — xshit) creates a flat initial condition, and the front
accelerates beyond for sufficiently long times. We therefore ug€x) = 0 in this region. The observed velocities
vg (t) for L < oo then always will stay below those in the infinite systém- oo. The simulations in the finite
system are close to those in the infinite system up to tihesO((L — xg) /v*).

4.2. Simulation data

4.2.1. f(¢) = ¢ — ¢3: pulled fronts

As an example, we will extensively discuss simulations of Eq. (4.1). We present data with initial conditions (4.2)
andAinit = 10, where the initial condition is located.af = 100 in a system of sizé = 1000. According to our
estimate above, the simulations then should be reliable up to timberder%(L — xp) = 450. We present data
up tot = 400. The data from this simulation is evaluated in a sequence of figures showing increasing detail and
precision.

Fig. 1 already showed the temporal evolution of a sufficiently steep initial condition under the equation of motion
(4.1). It shows both, the total displacement of the front, and the evolution of the front shape. We now choose different
presentations that show these two different aspects of the dynamics separately and in higher precision.
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Fig. 4. Simulation of the evolution of the shape of a front under (4.1) at the times denoted in the figure. The initial condition is (4.2) with
Ainit = 10. The comoving framegy is chosen in such a way thétéxy = 0,t) = % for all 7: (a) a plot of¢ versustx shows mainly the interior
of the front; (b) a plot of log versustx for sufficiently largetx shows mainly the leading edge of the front. Note the different scaleg.of

Let us first study the evolution of the front shape: in Fig. 4, we pregéfy, r) as a function ofy, where
Ex =x — vt — X(), Eq. (3.7), is adjusted such that0, 1) = % (3.9) for all timest. The remaining dynamics in
this frame is then the pure evolution of the shape from its steep initial pgafile, 0) towards its flatter asymptotic
profilep — ®*(£x) ast — oo. Fig. 4(a) showsg as a function oy on the interval-5 < £x < 5. One sees the
interior or nonlinear part of the front. Fig. 4(b) shows pin the range 10%° < ¢ < 1. This plot is appropriate
to show the development of the leading edge, which here essentially determines the dynamics. Accordingly, a very
different range oty has to be plotted, namely & £&x < 190. As sketched already in Fig. 2, the leading edge
consists of two regions, namely the “Gaussian” region, through which the asymptotic steepspse=ads in time
towards largeky, and the region of conserved steepness it in front of it. In fact, Fig. 4(b) shows that the
initial Ainit = 10 on the level = 10~ s still fully present for times = 1 and 2, while at later times it gradually
approaches* = 1. At higher levelsp = 1010 say, this process of replacement of one steepness by the other is
essentially completed at time= 70, while at level 10%, it is not completed even at time= 400, where the
simulation stops.

In Fig. 5, we focus on the second feature, namely the displacement of the front. We plot the wg)@Qityf
various amplitude® as a function ot. According to our previous definition, we identify >() = v* + X().
For comparison, the predicted asymptotic valtigs plotted as a dashed line. In Fig. 5(a), the non-universal initial
transients up to time = 20 are shown on the range©v < 3. In Fig. 5(b), the velocities are plotted up to time
t = 400 on the velocity interval.97 < v < 2. One observes,
o that for fixed:, the velocityvy (¢) is the smaller, the largef is. This is an immediate consequence of the fronts

becoming flatter in time, cf. Fig. 4,
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Fig. 5. The same simulation as in Fig. 4. Now the velocitigg) of amplitudesp = 0.99, 0.9, 0.7, 0.5, 0.3, 0.1, 0.05, 0.01, 0.001, and 0.0001
(solid lines) are shown as a function of tim& he asymptotic velocity* is marked by the dashed line: (a) initial transients for times0< 20;

(b) the same data plotted for longer times@ < 400 on an enlarged scalemfThe velocities), () become largely independent of the “height”
¢, and together slowly approaefi in agreement with the predicted universal algebraic relaxation.

o that thevy (¢) for larger approach a value largely independengothat is still far from the asymptotic valug'.
We will see below, that this is the signature of the shape relaxinglik@) — vy, (1) o« 1/12 ast — oo, while
the overall relaxation isg (1) — v* oc 1/1.

4.2.2. f(¢) = ep + ¢ — ¢°: pushed versus pulled fronts
A well-known example of a nonlinear diffusion equation (1.1) exhibiting both pushed and pulled fronts is given
by the nonlinearity (1.10) with = 2:

¢ = Do +ep + 9> — ¢°. (4.3)

This equation fok < 0 is often used as a phenomenological (Ginzburg—Landau type) mean field model for a first
order transition. Likewise, its extension to a complex field is often used to model a subcritical bifurcation in pattern

forming systems. According to arguments recalled in Appendix C, fronts of (4.3) are pusked f%)rand pulled
fore > %.
The rescaling necessary to bring (4.3) to our standard form (2.2) is discussed in (2.3) and (2.4), and yields

1 1
dp =020+ ¢+ gqss —~ (1 + E) ¢°, (4.9
where
e=3A+40M2-1,  gZ=1+e (4.5)

The criticale, where the pushed/pulled transition occursgis= 0.5.

We present data for the pushed front witk= 0.4 (¢ = 0.56) and the pulled front with = 0.6 (¢ = 0.96). The
initial condition is the one given before in (4.2). The system size is 250 and the front is located ag = 50.
The data therefore should be reliable up to time of order 100, so the data presented extend overl00.

In Fig. 6, we plotvs (r) as a function of for both values o€ as solid lines, in the same way as the plot of Fig. 6
for the other nonlinearity. The dashed lines denote the asymptotic pulled valtcity? predicted foé = 0.6, and
the asymptotic pushed velocity (cf. Appendix C)

T 1+ 4¢

€ €
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Fig. 6. Plot ofvy (r) as a function of as in Fig. 5(b), but now for Eq. (4.3). Simulations & 0.4 (¢ = 0.56) andé = 0.6 (¢ = 0.96) are shown.

The dashed lines denote the asymptotic pulled velacity= 2 of the front withé = 0.6, and the asymptotic pushed velociﬂ/ = 2.00594

of the front withe = 0.4. Note the quick exponential relaxation towardsin contrast to the slow algebraic relaxation towavds Further

away from the transitiod = 0.5 (¢ = 0.75) from pulled to pushed front propagation, the relaxation in the pushed regime is even faster and the
differencev T — v* is larger.

Fig. 6 shows (i) that the simulated fronts in fact do approach the predicted asymptotic velocities, (ii) that up to time
t < 10 both fronts show quite similar initial transients, (iii) that for timg> 10, however, the relaxation towards
the asymptotic velocity)Jr for € = 0.4 is much more rapid than that towards for € = 0.6. This very clearly
illustrates the difference between pushed exponential and pulled algebraic relaxation, despite the tiny difference
between* andv .

We do not plot the figures of shape relaxation equivalent to Fig. 4, the only difference being that in the pushed
case the region of conserved steepness Ainit atéxy > 1 is invaded by a region of steepnesTsrather than by
the pulled steepness. T is determined by the front interior, while' is determined by the Gaussian region of the
leading edge.

4.3. Comparison of simulations and analytical predictions

We now return to our extensive simulation of the pulled front formed by the F-KPP equaatien 8f¢ +¢—¢°,
and compare the simulation data to our analytical predictions from Table 2Ww#h2,A* = 1 = D.

4.3.1. Analysis of the velocity data
We first concentrate on the analysis of the velocity dgi@) from Fig. 5. The prediction for the velocitieg (1)
of the amplitudes is derived from the expressions in Table 2 throwgky) = —d;¢/0xP|¢fixed- The result is

1
+0 (_3> . (4.7)
¢ fixed !

Remember, thak is universal only till order 1r3/? and will exhibit contributions in order/k?, that depend on
initial conditions. Thedifferencevy, (t) — vg,(¢), however, will turn out to be independent of initial conditions up

to order 3/¢%2. Let us now test these predictions on the simulations in a series of plots with growing precision in
Figs. 7-9.

Tsh
0 O*

vp(t) =v* + X — X
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a) 5<t<400 b) 100<t<400
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Fig. 7. The datay (r) from Fig. 5, but now plotted over/t. The lower (straight) dashed line is the asympigtg = v* + X1(r) (4.8), the upper
(curved) dashed line is the asymptote) = v* + Xg/z(t) with v* = 2: (a) time regime 5< ¢t < 400; (b) time regime 106 r < 400. Note
that due to the~%/2 correction term, the effective slope in this plot is less t@aeven at these long times.

As the velocity correctiorX is O(1/¢) in leading order, we ploty(¢) as a function of 1r in Fig. 7, for the
time range 5< ¢ < 400 in Fig. 7(a), and for 10& 7 < 400 in Fig. 7(b). The dashed lines present the predicted
asymptotes* + X = 2+ X1(¢) (the lower dashed line), and + X = 2+ X3/2(¢) (the upper-dashed line), where
we define

. 3 . 3 T\ 1/2
i =-—.  Xspn=- (1— (%) ) : (48)

First of all, in comparing Figs. 7(a) and (b), we recognize the asymptotic nature of {freekpansion: whether
the X1 or theXg/z asymptote gives the better prediction, depends on the timescale: if we neglect the upper three

0.025 ? 20 )
) v ‘n(t)-v*-dtxs,2 (VQ(t)-V*:q_(XS/Z)/ dtzxs/z
10 |
v =2
0.000 0r Ve
£—V'=2.000075 01
-10 L
=9
-0.025 Lwswinn ! L e - A . :
0.0000 0.0005 0.0010 ,  0.0015 0.0 01  q/sqrtty 02

t 7132

Fig. 8. The datay (1) from Figs. 5 and 7 for times 28 ¢ < 400 in different representations: @)(r) —2 — )'(3/2 as a function 015(3/2 (see Eq.
(4.8) for the definition ofX3/7); (b) (vs (1) — v* — X3/2)/X3/2 as a function of 1/z for ¢ = 0.99, 0.5, 0.01, and 0.0001. Dotted line$:= 2,
solid lines: with the corrected valu¢ = 2.000075 for our numerical scheme and grid size according to Section 5.6.6.
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Fig. 9. The solid lines are again the data from Figs. 5,7 and 8 for times 20< 400, now plotted agvy (r) — vo45(t))/5f3/2 over 1/t for

¢ =0.99, 0.5, 0.01, and 0.0001. As explained in the text, this eliminates a non-univgggaterm that depends on the initial conditions. The
crosses result from solving the ODEs b andnsh numerically and plotting-nsn/ds ®*|4 for ¢ = 0.99, 0.5, 0.01, and 0.0001. Eq. (4.11)

predicts that the lines should extrapolate to the crosses. Since they do, anil Giniseof order 10°° at the latest times, these data confirm our
predictions with extreme precision.

solid lines with velocities (¢) for the very small amplitudeg = 0.01, 0.001, and 0.0001, the asymptotg X
clearly fits much better in Fig. 7(a) for times5t < 400 — while the asymptote 2 Xg/z essentially coincides
with vg 001(2), @an observation we have no analytical explanation for. For times<10@: 400 in Fig. 7(b), however,
the coincidence with 2 Xg/z is excellent for allp, and 2+ X1 very clearly is “far off” on this very detailed scale.
Hence we will work below with the asymptote+2X3/2(t), and we present data for the time regime<20 < 400
in Figs. 8 and 9.

Let us now further zoom in on th-dependent velocity corrections (4.7)Xo Fig. 8(a) shows (1) — 2 — X3/2
as a function of{3, = 3/(2r2)(1 — 3(/1)¥/?). According to the prediction (4.7), the plot for small values of
X3/2 — 0should show essentially straighidependent lines, all approaching(t) —2— X3, — 0 asX3/, — 0.
Clearly, that is what they do.

Fig. 8(b) shows one further step of precision aiming now at the precise valie @.7) predicts

L0 (M) , (4.9)
& fixed t

vp() —v* =X 7en
X d D*

However, the evaluation of this expression V\Xb/g (4.8) yields¢-independent corrections of ordef7:

@jL 3ca/T + 2c5)2 +O(§(¢))'
s 3 3Vt t

Remember, that the constanss cs», etc. depend on the initial conditions. According to (4.10), if we plg(z) —
v* —Xg/g)/)?g/z as afunction of 1./7, we expect these functions to approaghdependent constant agJr — 0.

Fig. 8(b) shows, that they in fact do so — but only if we choose the correct valu® @he dotted lines show
the function forv* = 2, the fat solid lines fon* = 2.000075. The latter value is the analytical predictiontf
taking the finite grid size corrections of the numerical code into account, as explained in Sections 4.1.1 and 5.6.6.
The two values ob* differ in the sixth significant figure. Fig. 8(b) thus is an extremely precise demonstration of
the correctness of our analytical arguments from both Sections 3 and 5, since it clearly confirms our predictions to
more than six significant figures!

vp () — v* — X3/2 _ 7sh

(4.10)
X3/2 0 O*




46 U. Ebert, W. van Saarloos/Physica D 146 (2000) 1-99

Our testin Fig. 8(b) is so sensitive, because we divide in Fig. 8(b) by the small quaiiig';ﬁesvhich are of order
10~°. Without this division the difference of the"’s in Fig. 8(a) is not yet visible. The plot in Fig. 8(b) shows that
we fully understand the specific numerical features of pulled front solutions, both the effect of the finite difference
code and of the finite system size, cf. Section 4.1.

We can eliminate* and the non-universal correctiors:/2, etc. by plotting(vg () — vo_5(t))/5(3/2(t) as a
function of 1/¢. Now (4.7) predicts

) +o<%>. (4.11)

Fig. 9 shows this plot with the solid lines fgr = 0.99, 0.5, 0.01, and 0.0001. The crosses on the axis are not
() extrapolated from the curves, but they mark the predicted asymptofggd: ®*|, for ¢ = 0.99, 0.5, 0.01,

and 0.0001. The necessary datargr(&) and ®* (&) are derived from the numerical solution of the appropriate
ODEs, and completely independent from the numerical integration of the PDE for the initial value problem. The
coincidence of the extrapolated PDE data with the analytically predicted ODE asymptote is most convincing.

v (1) —vos(t) _ nsh
X3/2 0 O*

4.3.2. Analysis of the shape data
We now leave the analysis of the velocity data, and come back to the shape data from Fig. 4. Table 2 immediately
yields

¢ Ex. 1) — O*(Ex) _ 14 O(}) . (4.12)
Xnsh(§x) t

This gives the clue on how to rewrite the shape daigy, ¢) at different times as a function gk . The solutions
of the ODEs fomsp and®* that are needed for evaluating (4.12) are derived numerically. They have been used for
generating the crosses in Fig. 9 and are now also used in Fig. 10.

Plotting the LHS of Eq. (4.12) allows us to combine the information about the interior from Fig. 4(a) and the
information about the leading edge from Fig. 4(b) into one plot. In Fig. 10(a), we do not divide byt present
the data at the small times= 1, 2, 3,5, 7, 10, and 20 as(¢ — ®*)/nshoveréyx. In Fig. 10(b), the data at the large

a) —(0-®)m,, b)  (9-®)(dXyp Ner)
15 15

10 -——— &~ —~ 1.0

0.5

PN |

&, 25

Fig. 10. In this figure, the shape data from Fig. 4 are represented differently using data from the numerical solution of the OD&sdipsh:
(a) —(¢ — ®*)/nsh (solid) as a function ofy fortimest = 1, 2, 3, 5, 7, 10, and 20; (lip — cb*)/()'(g/znsh) (solid) as a function ofx for times

¢+ = 20, 40, 70, 100, 140, 200, 250, 300, 400. Dotted line: predicted asymgteted*)/(Xnsn) — 1 ast — co. Dashed lines in (a) and (b)
give ®*(£x) andéy = O for orientation.
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timess = 20, 40, 70, 100, 140, 200, 250, 300, and 400 are show asd*) /(X nsh) overéy, where we use again
the approximatiorX = Xg/z (4.8). For comparison, both plots also shd#(¢y) and the axigy = 0 as dashed
lines. Fig. 10(b) also shows the large time prediciign- ®*)/Xnsh — 1 ast — oo as a dotted line.
Fig. 10(a) shows how the interior of the front rapidly relaxes. Fig. 10(b) demonstrates (i) thani:tng/z,
we indeed have chosen the correct asymptote, and (i) how the predicted asymptotigvalde) /(X nsp) — 1
ast — oo is approached from above in the interior of the front and from below in the leading edge.
Note that in Fig. 10(b) all lines approximately cross one point of height unity far in the leading edge. We have no
intuitive or analytical understanding of this observation.

5. Generalization of pulling to higher order (sets of) equations
5.1. Introduction

In the last 15 years, it has become clear that many of the observations and intuitive notions concerning the
behavior of front solutions of the nonlinear diffusion equation (1.1) generalize to higher order equations or sys-
tems of coupled PDEs. First of all, taking the spreading velogitpf a linear perturbation of the unstable state
(Egs. (1.4) and (1.5)) as the generalization’of= 2f'(0)Y/? for (1.1), we observe that there are numerous examples
[9,12,17,22,61,64—-66,116] of fronts whose asymptotic velocity approaches the pulled¥/aiven by (1.5). So
there is no doubt that the mechanism of fronts “being pulled along” by the leading edge generalizes to a large class
of equations. Second, there is also quite a bit of evidence for the existence of a pushed regime in more complicated
equations. In a number of cases, the pushed regime was again found to be related to the existence of a strongly
heteroclinic solution with velocity)T > v*. An example of a non-monotonic but still uniformly translating pushed
front solution in the EFK equation is shown in Fig. 7 of [65]. In the quintic complex Ginzburg—Landau equation, it
has turned out to be possible to solve for a strongly heteroclinic front profile exactly, and in numerical simulations
it was empirically found that this solution does play the same role in the front selection process as the pushed
front @1 in the nonlinear diffusion equation [66]. Pushed fronts also emerge in coupled amplitude equations for
chaotic domain boundary motion [21]. For extensions of the Swift-Hohenberg equation there are numerical and
perturbative indications that both pulled and pushed regimes occur, and that one can tune the front velocity from
one regime to the other with one of the nonlinear terms in the equation [65].

Much of our understanding of the above general findings has been intuitive and empirical, or based on conjectures.
We shall now show that many of our results for the second order nonlinear diffusion equation generalize to other
equations, not only to (sets of) partial differential equations of higher order, but also to other types of equations like
difference—differential equations [22,102], or differential equations with memory kernels [103]. We will concentrate
here on equations whose relevant front solutions are uniformly translating. For PDESs in this class, essentially the
whole classification of nonlinearities and initial conditiopéx, O) in Table 4 applies, provided the uniformly
translating frontsb,,, and in particular the front®* and ol exist. Many aspects of the stability analysis can be
generalized, while the relaxation of pulled fronts requires the generalization of the calculation in Section 3. This
generalization, that we will develop below, leadsntewandexplicit predictions for the front convergence in the
pulled regime, as summarized in Table 2. The fact that these predictions for various examples are fully corroborated
numerically in Section 5.6 makes us conclude that the velocity selection and relaxation of uniformly translating
fronts is now essentially understood even for general sets of equations.

While this paper was nearing completion, it was becoming increasingly clear that even though pattern forming
fronts — both fronts leading to regular periodic patterns, as in the Swift—-Hohenberg equation [60,65,71], and fronts
leading to chaotic patterns as in some parameter ranges of the complex Ginzburg—Landau equation — present
additional complications, our most central result for the universal algebraic velocity relaxation carries over even
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to these. We will leave this discussion to the future [72,73,99], and focus here on PDEs whose asymptotic pulled
fronts are uniformly translating front solutions of the typ&(x — v*r), just as in the nonlinear diffusion equation.

In writing this section, we face the following two dilemmas:

The extension of both the stability considerations of uniformly translating front solutions of Section 2 and of
the relaxation analysis of pulled fronts of Section 3 depends quite crucially on two ingredients: first, that the front
propagation into unstable states is in the pulled regime, and, second, that there is a family of uniformly translating
front solutions aroundb*(x — v*#): only then the relaxation in the front interior can be along the manifold of
front solutions according t (x, 1) = ®y ) (Ex) + O(1/+%). However, to our knowledge there is no general theory
concerning the conditions under which fronts are pulled and concerning the multiplicity of front solutions: for
particular equations under study or for some restricted classes of equations, one can often convince oneself that
the front should be pulled and thét* should be a member of a family of front solutions, but a general theory is
lacking.

An immediate jump to the most general (but abstract) case is pedagogically not justified and moreover would
assume knowledge of the derivation of the pulled velocityhat most readers probably do not have.

We have chosen to deal with these dilemmas by simply summarizing our main assumptions and our results
concerning the extensions of Section 2 to more general equations below, relegating the details of the analysis to
Appendices. Then, we proceed with the relaxation analysis of pulled fronts in two steps. We first consider in Section
5.3 the analysis of a single PDE which is of first order in time but of arbitrary order in space. After that, the extension
to PDEs that are of higher order in time is discussed in Section 5.4. The extension to even more general classes
of equations, including difference equations or integro-differential equations, e.g., with memory kernels, is then
immediate, as we discuss in Section 5.5. We there also discuss coupled equations. Section 5.6 contains the explicit
analytical and numerical results for several of the equations listed in Table 1.

5.2. Basic assumptions underlying the relaxation analysis of pulled fronts; generalization of Table 4

Most of the results discussed in Section 2 for the nonlinear diffusion equation can be generalized to higher order
nonlinear partial differential equations, as well as to difference or integro-differential equations and to coupled
equations:

o The family of solutions can be parametrized as well by the steepngh&h gives the rate of exponential decay
of ®,(&) asé — oo.

o If there are one or more strongly heteroclinic solutions, then at each velocity where such a solution exists, there
is a strongly heteroclinic mode of the linear stability operator which changes stability, i.e., which is such that the
mode is stabilizing for fronts with velocities larger than this value and destabilizing for velocities less than this
value. This implies in particular that the pushed veIowiTyis the largest velocity at which there is a strongly

heteroclinic front solutiombI, and that front solutions with < v are unstable (see Appendices H and I).

e The linear spreading velocity*, given by Egs. (5.16) and (5.17) below, is the pulled front speed and coincides
with the minimum of the velocities of uniformly translating fronté.) (see Section 5.3.2).

o Ifthere are no strongly heteroclinic solutions witl- v*, all front solutions withy > v* are stable to perturbations
which are steeper thax¥, while front solutions withv < v* are unstable: the pulled front solution is then the
slowest and steepest solution which is stable.

e The fronts that dynamically emerge from steep initial conditions (falling off faster th&r econverge to pulled
fronts propagating with spead.

In this section, we will investigate the front relaxation under the assumptions:

1. The front solutions are pulled, i.e., starting from a steep initial condition the asymptotic frontigpesslials

the linear spreading speed given by Egs. (5.16) and (5.17) below.
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2. The asymptotic front is uniformly translating, i.e., of the fo#rfi(x — v*t), and it is a member of a continuous

family of uniformly translating solution®, (x — vt), parametrized by.

To put our general assumptions 1 and 2 into perspective, we note that for a given equation the existence of a
family of front solutions can often be demonstrated by counting arguments. This is shown in Appendix H for PDEs
of first order in time that are invariant under space reflection. Such counting arguments also lead one to expect
that generically eithe®*(x — v*r) is a member of a continuous family of front solutions, or there is no uniformly
translating front solutiord* at all. For, if there is a discrete set of front solutions (solutidnsexist at isolated
values of the velocity), there is no particular symmetry reason to have ane=at*, since the existence of an
isolated solution depends on the full nonlinear behavior of the ODE, not just on the properties near one of the
asymptotic fixed points. We comment in Section 6 on what might happen when there is no uniformly translating
front solution, even though the front dynamics is pulled.

5.3. Pulled front relaxation in single PDEs of first order in time

In this subsection, we discuss an arbitrary PDE

F(¢,0:, ..., 3¢, ¢) =0 (5.1)

forasingle fieldp (x, ). We assume that is analytic in all its arguments, and that the equation admits homogeneous
steady-state solutions = 0 and¢ = 1. Moreover, we assumg = 0 to be linearly unstable angl = 1 to be

linearly stable, and we consider fronts connecting these two asymptotic states as in (2.14). Also, according to our
assumption (B), Eqg. (5.1) admits a continuous family of uniformly translating frootss) = ®,(x — vt). The
linearization of some fronp (x, t) about someb,, generalizes from (2.25)—(2.27) to

¢ (x, 1) = ©y(§) +n(, 1), i = Ly(E)n + O, (5.2)

where the linear operator is now

- —Fu (&)
Ev = n ot g, n = #~ 53
&) gf ) +ooe, fl®) = (5.3)
Here theF,, (&) denote the functional derivatives 6t
SF (9O, ..., pN+D
Fugy= L@ 077 (5.4)

5™
P =3'®y(£), m<N+1, ¢WN+D=—v3: D, (£)

In order that theF,, have no singularitiesty 1 should be of one sign; for convenience, we take 1(£) < 0 for

all £ and rescale time such thatFy1(c0) = —1. We also assume thaly (£) neither vanishes nor changes sign

for anyé¢.

5.3.1. The pulled velocity*

In the pulled regime and with steep initial conditions, the asymptotic front velocity equals the linear spreading
velocity v*, i.e., the velocity with which a localized perturbation spreads according to the linearized equations.
Since the calculation af* forms the basis of our subsequent analysis, we summarize its derivation in the context of
our first order PDE (5.1). The general formulation in Section 5.5, which is necessary to treat difference equations
or integro-differential equations, is closest to the original “pinch point” analysis [56,58], from which many of these
ideas originally emerged.
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In the rest framéx, ¢), the equation linearized abogit= 0 is

N
% = Lo(00)p = Y _and . (5.5)
n=0
which is the generalization of (2.40), and where we introduced the short-hand natation, (co). The dispersion
relationw (k) of a Fourier mode eXjpkx — iw (k)t} is given by

N
—iw(k) = an(ik)", for ¢ ~ explikx—iw(k)r}. (5.6)
n=0
Since we will later again characterize fronts by their exponential spatial decay zateik, we already define the
growth rates (1) of the steepnessas

N
s(A) = Re(—iw(ix) = ReY "a,(—1)" (5.7)
n=0
for later use. We restrict the analysis to equations where the temporal growth atesRe) in (5.6) will be
negative for short wavelength Fourier modese., where

Reay ()N <0, (5.8)

since otherwise all smooth solutions will be unstable against perturbations of arbitrarily short wavelengths.
An arbitrary initial conditiong (y, 0) will develop under (5.5) as

¢(x,r>=/ dy G(x — y. N6 (y. 0). (5.9)

G(x,1) = /oo g—:exp{ikx— i (k)1) (5.10)

in generalization of (2.44).

For sufficiently steep initial conditiong(y, 0), the asymptotic behavior @f(x, t) can be obtained from the
large-time asymptotics of the Green’s functién(5.10) that can be evaluated by a saddle point integration [100]
(also known as “steepest decent approximation”). The result will depend on the frame of reference. In an arbitrary
coordinate systerh = x — vt with v fixed, a saddle poirk, is a saddle of-iw (k) + ivk,

d_ollc(_iw(k) + ivk) . =0 = % . = . (5.11)
A polynomial of degreeV (5.6) generically ha®/ — 1 saddle point&,,n =1,..., N — 1, (5.11) in the complex
k-plane. The integral (5.10) is therefore dominated by the saddle point with the largest growth rate through which
we can lead thé-contour by continuously deforming it off the real axis. If the contour can be deformed to go
through several saddle points, the relevant one is thus that particular saddl&*go)ndf the ones we can reach
that has the maximal growth rate:

Re(—iw (k™) +ivk*) = maxRe(—iw (k,) + ivk,). (5.12)
It will have
2.
Py =B pepoo (5.13)

2 dk2 k*(v)
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We stress that Eq. (5.11) only expresses the condition foextstenceof a saddle point. Which saddle point the
k-contour can be made to go through by contour deformation is a condition that dependgtmbtieroperties
of w (k) that can only be analyzed foigivendispersion relation. It inot a local conditionFor a further discussion
of this point we refer to Appendix M: we proceed by assuming that the saddle point indicated by &dter one
that obeys (5.12) and this condition, without distinguishing this underlying condition with our notation.

The expansion of the integral (5.10) about the saddle gdiat) can be performed in a frame with arbitrary
velocity v and yields

G(x, 1) = explik*s + (—iw(k™) + ivk) )T, (E, 1), & =x—ot. (5.14)

The integralZ, (£, t) is expressed after substitution @f— k*) = «/+/t as

* de KE D3\ | _ expl—§/(4Db) D3t
2= [ ™ p{T_D +O( i >}_ (4xDO172 (1 O<D2 )) 619

for larger and arbitrang. Obviously D plays the role of a diffusion coefficienRs is defined below in (5.28).
Generically, the growth (or decay) rate of the saddle point mode Regk* (v)) +ivk*(v)) will be non-vanishing.

We now define the particular linear spreading or pulled velogitthrough Ré—iw (k*) + iv*k*) = 0, which is

equivalent to

Imaw(k*)  s(—ik*)
Imk* — Imk*

*

. K= kY. (5.16)

This means, that in the frame moving with velocity, the absolute value of the Green'’s function (5.14) neither
grows nor decays in leading ordet, k* andw (k*) are determined by (5.12) and (5.16), and by Eq. (5.11) evaluated
atv*:
dw (k)
dic |

In addition, the solution determind® = D(v*) (5.14).

Note that the leading order largeesult (5.14) and (5.15) for the Green’s functi@nn (5.9) is diffusive just like
in (2.45), despite the fact, that we are dealing here with an equation with higher spatial derivatives. We shall see in
Sections 5.4 and 5.5 that this even remains true for much more general types of equations.

Note also that in our discussion of PDEs in this and the next section, we only take the spatial Fourier transform
of G(x, 1), as in (5.10) above. However, the most general formulation, which also applies to difference equations
or integro-differential equations, is most conveniently done by taking a Fourier transform in space and a Laplace
transform in time. In the present context, the Green'’s funafioh, w) is then defined as

= v*, (5.17)

Gk, w) = /Oodt /Oodx exp{—ikx+ iwt}G(x, t) = where Sk, w) = iw(k) — iw, (5.18)
0 —00

1
Sk, )’
and the long-time asymptotics is determined by the double roots of the characteristic ef(fatiotk)) = 0 (5.6).

We defer this type of formulation, which is closer to the “pinch point” analysis of [56,58], to Section 5.5.

In practice, one first will drop condition (5.12) and generically defveolutions(k*, v*) from (5.16) and (5.17)
for a given dispersion relation. But as we already pointed out above, not all of these may be appropriate saddle
points for the dynamics. Typically there are solutions with= Im £* > 0 andv* > 0, which describe a profile
spreading to the right and solutions with < 0 andv* < 0 describing the spreading to the left, and theontour
will have to be deformed through the appropriate one for the left- and right-moving front. These solutions are related
by symmetry, if the original PDE is symmetric under space reflection: if (5.6) only contains even powearsaf
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if the a,, are real, then for every solutigi*, v*) there is a solutioi—k*, —v*). Moreover, as mentioned already
above, there might be various non-trivial saddle point solutions which are not related by symmetry, if the\degree
of spatial derivatives is sufficiently large. The saddle point analysis as well as the arguments of Section 2.5.1 for
the competition between different solutions of the linearized equations clearly show that the dynamically relevant
solution is the one with the largest velocity through which the-contour can be led.

However, choosing the saddle point with the largésinight according to counting arguments (as in Appendix
H) be inconsistent with assumption 2 from Section 5.2 of the existence of a family of uniformly translating fronts,
since one expects the multiplicity of front solutions to be different for every saddle @adint*). The discussion
of this issue we defer to Section 6.4, as for the applications discussed in Section 5.6, this problem does not
rise.

5.3.2. Uniformly translating solution®,

In the analysis of the nonlinear diffusion equation in Section 2, we saw that the uniformly translating solution
@, decayed as@¢ with A real forv > v*. Here,A = A_(v) (2.18) is the smallest root af = s(1) /A, wheres (1)
(5.7) here equals(x) = A2 + 1.v > v* implied Rek = 0, A = Imk > 0. These front solutions were found to be
stable to perturbations which are steeper than the front sol@tidtself provided there is no pushed front solution
Ve = vT. The solutions withy < v* had Rek # 0, Rew # 0, and were unstable.

We will focus here on the immediate generalization of these results, i.e., assume that fronts>with have
Rek = 0, so that their asymptotic spatial decay is a&eln particular, this gives for the pulled fronts

Rek*=0, A*=Imk* >0, Rewk*) =0 sO\*)=Imwk®* >0,
1d?%s

=-—| >0, ImD=0. (5.19)
2dx?|,.

With this assumption we consider only the generic case, that dynamically accessible uniformly translating solutions
of real equations will be characterized by a real spatial decayirated a real growth rate and that they will leave
a homogeneous stage = 1 behind. This might exclude some pathological cases of uniformly translating front
solutions, that are not characterized by a reaf

If the saddle point obeys (5.19), the expressiortfr 1 (5.14) andb = v* for the Green’s functior reduces

to
—£2/(4D D
GE. 1) = exp{—k*g}% (1 +0 (D—f)) L E=x—ut. (5.20)

Except for a rescaling of time-and length-scales with the real constaratsd D, this is precisely the functional
form of (2.45).

If we consider the velocity () of the family of front solutions whose asymptotic spatial decay isa$§ with
real A, then it is straightforward to sabat ®* is the slowest of all these uniformly translating frarascording
to the linearized equation (5.5) the solution in the leading edge is ds-&xp— iw(iA)t}. The resulting velocity
vis
—iw(r) s

v(L) = - - forall A. (5.21)

22 Elsewhere [99], we will discuss an extension of the notion of uniformly translating fronts that allows to write pattern forming fronts in the
Swift-Hohenberg equation as uniformly translating solutions of a suitable sengflexamplitude-like modes. For these we havekRé 0.
Similar considerations hold for fronts in the complex Ginzburg—Landau equation itself [66].
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The minimum of this curve is given by
0— av(h)

_ _ } (E)s(k) B s(k)) ’ (5.22)
I s A\ 9 A )|
d?v () 2D
Bz |, 0. (5.23)

Taking into account thab (k) is analytic, Egs. (5.21) and (5.22) are equivalent to Egs. (5.16) and (5.17), because
at a saddle of an analytic function, the maximum as a function okreaincides with a minimum as a function of
imaginaryk.

The analysis of the stability of the uniformly translating solutions proceeds largely as in Section 2.3: the existence
of a family of front solutions implies, according to counting arguments as given in Appendix H, that there is at least
a continuous spectrum of eigenmodes of the stability operator. Indeed, if we again write the temporal behavior of the
stability eigenmodes as@’ and the steepness of the modea aand if we first focus on the spectrum of perturbations

thatis also continuous in, then we have for the front solutions witki) > v* : 0 = —(s(A) —v(A)A). Expanding
A of the perturbation about of the front, we get
as(\) v (2)
A~ — —v(A A—L)=—-X A—A 5.24
o(N) ( o vu( )>( ) o ( )s (5.24)

using (5.21) for the second identity. Since we showed abovedthdth < 0 forx < A* (v > v*),0(A) > 0
for A > A. This generalizes the result (D.14) for the nonlinear diffusion equation that the front soldtjome
stable to modes from the continuous spectrum which are steeper than the front itself. In addition to the continuous
A spectrum there again may be discrete perturbation modes associated with the existence of pushed front solutions.
We show in Appendix H that the existence of a strongly heteroclinic front solmfbimplies the existence of
unstable strongly heteroclinic stability modes fok vT, again in parallel to the results for the nonlinear diffusion
equation. The central assumption of our further analysis is of course that we are in the pulled regime, and hence
that such solutions are absent.
We finally note that the fact that(A) has a minimum fo. = A*, v = v*, implies that forv < v* front
solutions decay to zero in an oscillatory manner§or> oo as they have Re # 0. By expanding the function
v(A) about the bifurcation point at*, A*, it is easy to show that for smglb — v*|, this branch of solutions has
Im(k — k*) = A — A* &~ (A% /(12D)|v — v*|, Rek ~ (\*|v — v*|/D)Y2, wherev” = (33v(1)/913)|,+. One
usually has”” < 0 and then such solutions are unstable according to a slight generalization of (5.24).

5.3.3. The leading edge representation

As in our analysis of the pulled dynamics of the nonlinear diffusion equation, we will find it expedient to study
the large time asymptotics in the leading edge by using the leading edge represent&tominiformly translating
fronts, the immediate generalization of the transformation (2.50) from Section 2 is

VE D =¢(x, )€, E=x— v (5.25)
The linearized dynamical evolution equation for the leading edge representation now generalizes (2.49) to
=Dy +oyle s, (5.26)
where
N
D=e"Ly(c0)e ™ =) D, (5.27)

n=2
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A short calculation (Appendix J) reveals that the const@ntean be expressed in terms of the dispersion relation
w (k) (5.6) as
1 9" 1 9"

D= gy T —vh| = Sems v (5.28)

Note that in this generalized leading edge representation (5.26), the coefficigngnodi; i+ again are vanishing.

This is an immediate consequence of the proper choieé ahdA*. In fact, for uniformly translating fronts (5.19)

Do = 0 is equivalent to the proper choice of the veloaity(5.16) andD1 = 0 is equivalent to the saddle point
equation (5.17) fixing.* for givenv*. D2 is obviously identical taD from (5.13). We will see below, that in the
leading edge, the contribution proportional® = D gives the dominant contribution, whilBs appears only

in the subdominant term, similar to what we already observed in (5.15). We therefore will essentially recover the
results of the nonlinear diffusion equation (1.1), which had the particular propeby ef 0 forn > 2.

5.3.4. The relaxation analysis

We have now laid the basis for the extension of the analysis of the relaxation of pulled fronts for our more general
equation (5.1) in the case of sufficiently steep initial conditions which as before are characterized by the requirement
that

lim ¢(x,00e** =0 forsomex > A*. (5.29)
X—> 00

The analysis in Section 3 for the nonlinear diffusion equation (1.1) was based on the following steps:
Stepl. The proper choice of the comoving coordinate system
€1, €32

Ex =x —v¥r — X(1), X=—"+

22 (5.30)

allowing for a logarithmic shiffX () o In ¢ relative to the asymptotic coordinate systerm x — v*r.

Step2. An expansion of in the nonlinear interior part of the front about the asymptotic front prdfitésy),
taken, however, not in the frame moving with velocity, but in the framesy = x — ft dt’ v(¢") with velocity
v(t) = v* + X ().

Step3. A resummation of this expansion ¢fin the crossover region towards the leading edge, where the new
variablez = 5}2(/(40 is introduced for the region withy > O(/7).

Step4. An analysis of the leading edge in variableandz, where¢ is now linearized about the unstable state
¢ = 0, and not abou®*. The two boundary conditions thatcrosses over to the functional form of Step 3 for
z < 1, and that is steeper thad* for z >> 1, now determine both the functional form¢gfind the constants, >
in X. (We can think of this as a matching procedure.) In this analysis, the fact that the paraineter asymptotics
D*(£x) = (akx + B) € 5% is non-zero (see Section 2.5.2) plays a central role.

The generalization of these steps to our equation (5.1) which is of higher order in space, is actually quite
straightforward. We again use the general coordiggtés.30) with X (1) to be determined. The interior expansion
néx,t) = ¢ — d®*(&x) from Section 3.2 applies literally, except that we now need to use the linear operator
L* = Ly+(&x) from (5.3). Accordingly, also the resummation (3.31) again is valid, and we again have

1
¢ =dy(Ex)+0 (t_2> (5.31)

with @, a uniformly translating solution of (5.1) with velocity. The correction @1/¢2) is again non-vanishing
and non-universal, as it depends on the precise initial conditions.
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The expansion of the interior shape towards the leading edge (3.36) depends on both the differential@perator
for & — oo and on the shape of the asymptotic frdrit (3.32). Eq. (3.32) is generalized to

o* &) 2t + B eV E - (5.32)

since the saddle point expansion in Section 5.3.2 implies that for a pulled®rgrttvo roots of the dispersion
relation coincide. Generally,

a#0, (5.33)

since a calculation resulting in a generalization of (2.54) can be set up along similar lines: if there is a bounded
uniformly translating solutiod®* (&), then upon going to the leading edge representation and integrating the equation
for w*(&) once ovek, we find thaix can be expressed in terms of the spatial integral over the nonlinear terms.

How does the leading edge develop under inclusion of the higher spatial derivatives? First of all we observe that
the larget-solutions (5.20) and (2.45) of the linearized equation (5.5) are in leading order identical up to rescaling.
In other words, the saddle point approximation renders the spreading around the asymptotic exponential solution
diffusive. This suggests that the leading edge can be analyzed by the same type of similarity variapksin
(3.40). In fact, in our shifted coordinate frarag (5.30) the leading edge representation is

Px,1) = e Yk, 1), (5.34)
Oy =Dy + X (3 — A*)y + o€ x) (5.35)

with the differential operatoP from Eq. (5.27). After a rescaling with

ly = M€y, r:Dz)\*zt’ dn:g';—i;, Y:DXZ—));:% %_{_...,
C = cad*(D2A*)' 4, (5.36)
this equation takes the form
N
AW = <a§ + Zdnag) Y+ Y0, — Dy (5.37)
n=3

that is the same as Eq. (3.38), except that there are now higher deri\Ii%’tj\mswe show explicitly in Appendix
K, the leading edge can be analyzed with the same ansatz as in (3.40) and (3.42),

2
Yy, 1) =€°G(z, 1), z= C—Y (5.38)
47
G(z,7t) = ﬁg_l/z(z) + go(z) + glf/zéz) 4+,

and in rescaled variables, one gets
C1=-3, Ca2 = 3/, g-1/2(2) = 204/7,
0(2) = B(L— 22) + 3a(1 + d3)z — 2adsz® — 3aFa(z) + 6ay/mz(1— M(—3, 3, 2)). (5.39)

In these variables the result is identical with that for the nonlinear diffusion equation in Section 3, except for the
additional terms proportional i in go(z). In particular, the velocity parametefs andCs/» and the leading order
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contributiong_1,2(z) are independent of the value &, just like the subdominant terghfrom (5.32) entergo(z)
but not the other quantities. That for the problem written in variabl@sdt, d3 can only contribute in subleading
order, is in fact immediately obvious after the transformation. It is surprising, however, that the subleading velocity
coefficientCz/» is independent of the value @g. We will find it to be unchanged even for much more general
equations.

In terms of the unscaled variables, the universal algebraic convergence of the velocity is given by

N 3 [ m
U(f):U —T*t(l— Wth)-‘r, (540)

wherev* and)\* are determined by the saddle point equations (5.16) and (5.17) together with (5.12), and where the
diffusion coefficientD (5.13) equald, from (5.28). The central results of this analysis are summarized in Table 2.

5.4. Generalization to single PDEs of higher order in time

We now proceed in two further steps of generalization. In this subsection, we first discuss partial differential
equations for a single fielgl(x, r), which include higher order temporal derivatives as well as mixed temporal and
spatial derivatives. These are of the form

F(p, ¢, ..., 0N, 80,...,0Mp,8,0:0,...,0M3N¢) =0, (5.41)

generalizing (5.1) ta > 1. In Section 5.5, we also deal with difference or integro-differential equations and
coupled equations.

The extension to equations of type (5.41) presents no conceptual difficulty — we will follow here a route that is
the immediate generalization of the discussion in the previous section. The new elements in the discussion will be the
fact that higher order temporal derivatives and mixed spatial and temporal derivatives are generated in the dynamical
equation for the leading edge representaiigrbut as we shall see these turn out not to affect the expression for
the velocity relaxation and for the relaxation of the shape in the interior front region. The notation in (5.48)—(5.54),
which may strike the reader at first sight as unnecessarily heavy, prepares for the discussion of even more general
equations and sets of equations in Section 5.5, where finding a proper scalar leading edge representation is less
straightforward than here.

If we linearize (5.41) aboup = 0, we get an equation of the form

M N

D0 amnd" 07 ¢ (x, 1) + 0(¢%) = 0. (5.42)

m=0n=0
For solving the initial value problem in time, it is convenient to Fourier-transform in space
©dk iy~
1) = / ) (5.43)
o0 2T

Below we will use the superscripto denote a quantity Fourier transformed in space.
The Fourier transformation of (5.42) results in an ODE of omdefor every Fourier mode (k, 1):

M N
D And k1) =0,  Apk) = amn(ik)". (5.44)
m=0 n=0

Obviously, we need/ functions to specify the initial conditions. We write these ag/&dimensional vector:
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The equation of motion (5.44) can now be written in Fourier space as
k. 1) = =T (k) - p(k.1) (5.46)

with the M x M matrix

0 -1 0 0
0 0 -1 0
T(k) = : . (5.47)
0 0 0 -1
Ao/Aym  A1/Am A2/Am - Am-1/Am

For later use, we here define the matrix
Sk ) = Ay (k) (Lo — i), (5.48)

which later will result from a Fourier—Laplace transformation as in (5.18). Here and below, we use the superscript
" to denote a Fourier-Laplace transformed quantity to distinguish it from spatially Fourier transformed quantities,
which are indicated with a tilde. i§ theM x M identity matriX nn = Smn.

The M eigenvaluesy,, (k) (m_= 1,..., M) of the matrixz(k) are determined by the characteristic equation
S(k, wy, (k)) = 0, whereS(k, w) is the characteristic polynomial

M M N
Sk, ) = detS(k, ) = Y An()(—iw)" = DY amn(—iw)" (ik)". (5.49)
m=0 m=0n=0

Defining the eigenvectors,, (k) of the matrixZ (k) through

T(k) - U,, (k) = iwn (U, k), (5.50)
and their adjoints through

_t .

U, k) -U, k) = mn, (5.51)
the matrixz (k) can be written as

M
Tk =Y ion®)T,, k) x ol w. (5.52)

m=1
wherex denotes the outer product.

Now (5.46) is easily integrated in time and the Fourier transformation inverted. We find in generalization of (5.9)
and (5.10):

Plx,1) = fdyg(x — .1 $(.0), (5.53)
M dk +

G(x,1) = Z/—exp{ikx— iwn ()1}U, (k) x U, (k). (5.54)

= — 2

Obviously, the quickest growing mod_ém(k), characterized now by Fourier modeand branch of solutions,
again will be determined by a saddle point (5.16) and (5.17). Even more than in the case of a first-order equation, we
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can in general have more than one saddle point, as each branch of the dispersion relation can in principle have one
or more saddle points (a trivial example for two coupled equations is discussed in Appendix L). Again, the relevant
saddle point is the one through which theontour can be deformed and which has the largest velotity the

comoving frame. The associated saddle point values are dendtéa=as.*, D, etc. As before, we assume uniform
translation as in (5.19), so th&at andw (k*) are purely imaginary. Suppose thédtlies on the branclw (k). We

then find in the comoving frame = x — v*¢ for long timest:

—£2/(4DY)} ~ -
fgfﬂzéf%r—ﬁgi@ﬂ>«QI@%—%~~ (5.55)

in generalization of (5.20).
This result shows that in the long time limit, the Green’s funcﬁ=bprojects onto the eigendirecti@l(k*). The
result (5.55) is not restricted to the explicit form (5.47) of the ma;rbhence it applies to sets of coupled PDEs

just as they also can be written in the form (5.46). Projection onto the eigendire_bf(@ﬁ) then defines the scalar
leading edge equation resulting from coupled PDEs. We will further exploit this property in the following section.

In this section, we just use (5.55) to calculateand)*, and to demonstrate why the leading edge transformation
catches the relevant dynamics. Proceeding as in earlier sections, the scalar equation (5.42) now transforms under
the leading edge transformation with andA* to

GEn=e™

px,0) =e VY, &=x—', (5.56)
M N M M+N

0= "> amn(d — v 0 + v*A")" @0 — A" Y =Y > bmnd" 0f Y (&, 1). (5.57)
m=0n=0 m=0 n=0

Just as them, from Eq. (5.42) can be written in terms of derivatives of the characteristic polynditiialy)
(5.49) as

(i9)™ (—i3p)" Sk, ) (5.58)

amn =

so thebmp can be written as derivatives as well, similar to (5.28). In showing this, it simplifies the notation to use
coordinates expanded about the saddle point by introducing the variables

Q=w—v%  g=k—k=k—ir (5.59)
and by defining
S*(q, Q) =Sk*+q, 0" +v*g+Q), k" =ir*, o =vk" (5.60)

When we will later consider the Fourier—Laplace transformt ¢f, r) in the framet, the frequency in this frame will

turn out to be®2 and the wave number will turn out to hesince expp—iwr +ikx} = exp{—1*&}(exp{—iQt +igé&}).

Accordingly, the long-time—small-gradient expansion/at, ¢) will correspond to a smak2—smallg expansion.

Indeed, in line with this interpretation, inspection of (5.57) shows thabihere simply

bmn= (¢80)" (71" (B + v78)" = (30)" _(—iaq)” 5*(q, Q) . (5.61)
m! ! n! (q=0=0)

S(k. ) ,
(k*, v*k*) m:

We will discuss the precise correspondence between the formulation in teshamdfthe dispersion relatiasy (k)
below, and just note here that the saddle point equations that detertramelv* are expressed by

boo=S*(0,00=0,  bor = —id,S*(g, Vly—g=0 = 0. (5.62)
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After dividing the whole equation (5.57) thig and introducing the notations

b b b
Dp=-2 w="Y =70 g, (5.63)
b1o bio bio
the terms with the lowest derivatives are
(B + 7092 + - — D23F — D3 + -+ + wdde + - )Y +o(y?e ) = 0. (5.64)

This is the leading edge equation in its most general form. Note that after the leading edge transformation, the
coefficientw may be non-zero even if the coefficiant; = 0 of 3;9,¢ in the original equation of motion (5.44)
vanishes.

To show the connection with our discussion of first-order equations in earlier sections, it is instructive to analyze
the relation betweef and the dispersion relation. The various branehgék) or 2, (¢) of the dispersion relation
are defined implicitly through the roots of

S(k, wn(k)) =0 & S*(q, 2u(q)) =0, (5.65)

As before, letw1(k) (21(q)) be the branch on which the saddle point determinifidgies. Upon differentiating
(5.65) once with respect foor ¢ and using Eqgs. (5.61) and (5.62), we get our familiar result

donk) | _ o+ 9S@)

dk o

—0. (5.66)
o* dq

q=0

Likewise, by differentiating (5.65) twice we get

dzﬂl(q)‘ 2wy (k) 928(q. ) (5.67)
— =—" =—-1—— . .
dq g=0 dk k* BQS(q, Q) 4=91(0)=0
If we combine this with the expressidi = —bg2/b10, We recover our familiar expression
_ 978q. ) Cid?a(g)|  id%mik) (5.68)
=4 " 7 = ——— = —0 .
2i00S(q, Q) 40100 2dg 40 2dk? | |

For the case of an equation which is of first order in time, one can easily check that our general expregxjon for
reduces to the one given before in (5.2B), = (—i/n!) d"w/d(ik)" |i*.

Before we discuss the consequences of (5.64), we note in passing that formally we could have proceeded directly
from the linearized equation of motion (5.42) to the leading edge representation (5.57) and hence to (5.64), by
choosing the two parametey$ andA* such that the two conditionsyy = 0 = bg; are obeyed. The detour from
this straightforward transformation via the saddle point analysis was taken to bring out the physical origin of the
transformation in this context and to show why one has to use the saddlgyqint) with the largesv™ through
which the contour can be deformed. In addition, it explicitly shows how a particular “dirediig™) of the vector
field ¢ corresponds to the slow leading edge dynamics. We will see in the next section that for coupled equations
there is some freedom in choosing the projection onto a scalar leading edge variable.

Let us now analyze the implications of the leading edge representation (5.64). First of all, we observe that a
uniformly translating pulled fron®* (&) = e=*"§ w*(¢) still will have the form (5.32)0* (&) = a& + 8, and that
the argument fow = 0 from Section 2.5.2 still does apply.

Can the extra termqatzw, wd, ¥, etc. change our relaxation prediction from Section 5.3? A short inspection
shows that after rewriting the equation in variabdesdz, cf. (5.36)—(5.38) and (3.39)9; 9 y will be of the same
subleading order in/L/t aSDgag’l/f, while both the termsla,zw andD48§‘w will be one order lower. Also, when
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rewriting the equation in the variabjg = x — v*r — X (¢), higher temporal derivatives will create terms likeand
X2 from the exponential factor in the leading edge transformafiyx, 1) = exp—A*Ex}v (Ex, t). Since these
are of order 172, they do not influence the leading and subleading terms.
We do not repeat the detailed calculation here, because it completely follows the lines of the earlier one. One finds
that the result again is given by (5.39), except that the subleadi@ay picks up another polynomial contribution
from w besides the one fromz, namely

£0(2) = go(2)[(5.39)] + 2awr*(? — ). (5.69)

The uniform velocity relaxation is invariably

N 3 b4 12
v =v - 2)%t (1_ <(A*)2Dt) ) e 570

and the interior part of the front is again slaved to the tip like

1
d(x, 1) = Py (§x) + O <t_2> . (5.71)

so the predictions from Table 2 also apply to PDEs with higher temporal derivatives like (5.40), if the front is
pulled.

Thus we reach the important conclusion ttta¢ universal power law convergence is not an artifact of the
diffusion-type character of the nonlinear diffusion equation: it holds generally in the pulled regime of uniformly
translating fronts, because the expansion about the saddle point, which governs the dynamics of the leading edge
representationy, is essentially diffusive

5.5. Further generalizations

We now complete the last step in our discussion, and show that our results hold much more generally: even if
the original dynamical equation is not a PDE, the dynamical equation for the appropriate leading edge wariable
is still the same diffusion type equation (5.64), and consequently, our results for the velocity and shape relaxation
from Table 2 do apply.

When we have a set of coupled equations, we can view them as components of a vector field, using a notation
as in (5.46) with a different matri€ (k). The main complication we are facing in this case is that the leading edge
dynamics then not only “selects” a velocity in the pulled regime, but also an associated eigendirea‘.li,g(k)
in this vector space — this eigendirection determines the relative values of the various fields in the leading edge of
the front. The long-time dynamics in the frame moving with the pulled velacitis then associated with a slow
dynamics along this eigendirection, while the dynamics along the other eigendirections is exponentially damped.
The appropriatecalarleading edge variablg¢ will then turn out to be nothing but the projection of the dynamics
along this slow direction.

The second complication is that we now consider equations whose temporal dependence is not necessarily of
differential typed,¥: they may just as well be of difference type or contain memory kernels. To treat such equations,
we also perform a Laplace transformation in time besides the Fourier transformation in space just as in (5.18) by
defining

ok, ®) = / Cdreer Gk, ). (5.72)
0

We thus consider dynamical systems that after the Fourier—Laplace-transformation of the equations, linearized about
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the unstable state, are of the form

M M
> Som(k, @)k, @) = > Hom(k)m(k, 1 =0), n=1,..., M. (5.73)
m=1 m=1

The terms on the RHS generally arise upon partial integration of temporal derivative terms, when we take the
Laplace transform. They contain the initial conditions. Before exploring the implications of (5.73), we first discuss
in more detail the type of systems whose linear dynamical equations can be written in the above form.

Sets of PDEsSingle or coupled PDEs can generally be written in the matrix notatipnt 7(k)) -
é(k, t) = 0 (Eq. (5.44)) and after Laplace transformation immediately yield (5.73), with the maﬁ’(kes») =
A (k)(T (k) —iwl) as before in (5.48), anl (k) = Ay (k)1. The leading edge behavior of single PDEs, where the
matrix 7 (k) has the explicit form (5.47), was discussed in the previous section. For coupled PDEs, the derivation
of a scalar leading edge equation is not as straightforward, and also leaves some freedom, as we discuss below and
for an example in Appendix L. Nevertheless, we will see that the results summarized in Table 2 are robust, in that
they do not depend on the particular choice made. We discuss examples of single PDEs in Sections 5.6.1 and 5.6.4,
and an example of sets of PDEs in 5.6.2. Of course, if one has a PDE for a single scalay dieédcan directly
take the Fourier—Laplace transform without writip@s a vector field. This yields a slight generalization of (5.73),
the most important difference being thtthen also depends an Our results can obviously also be obtained via
this route (see Section 5.5.2 for further details).

Difference—differential equationg/hen we have difference equations in space, the equations can also be reduced
to the above form — the only difference is that upon Fourier transformation in spadey#iages can be restricted
to lie in a finite interval (the “Brillouin zone”, in physics terminology). An example will be discussed in Section
5.6.3. Likewise, when we analyze a dynamical equation with finite time difference, the Laplace integral can be
replaced by a sum over integer times but the “frequency” remains a continuous variable. The only difference is that
upon Laplace inversion, the integral is over a finite intervabafalues. Examples of difference equations in both
space and time, arising from numerical schemes, can be found in Section 5.6.6.

Equations with memory or spatial kerneld the equation has memory and/or spatial kernels of the type
fdx’fédt’ K(x —x',t — t)he(x',t") [103,104], then upon Fourier-Laplace transformation these just give rise
to terms of the fornk (k, )k, ) in (5.73), as will be illustrated with a simple example in Section 5.6.5. The
only difference with the case of PDEs from this point of view then is that the elenfgpBre not polynomials in
w andk, but more general functions of these arguments.

5.5.1. Long-time asymptotics of the Green’s function via a Fourier—Laplace transformation

We now return to the problem of extracting the long-time behavior of the dynamical equation (5.73) in Laplace—
Fourier representation. In analogy with our earlier analysis of PDESs, and following [56,58], we introduce the Green’s
function?® G (k, w) of the linear equations, defined by

Gk, ) = Sk, )", (5.74)

1

é_ is the inverse of the matrig. Eqg. (5.73) now immediately can be solved as

Pk, ) =Gk, w) - H(k) - p(k.t = 0). (5.75)

23 A different choice for the definition of the Green’s functiorgsk, w) = i(k, w)’1~£(k), which avoids the convolution of the initial condition

N - -1
with H(z) in (5.79), and also for equations of the form (5.44) leads to the easier exprésgipn) = (g(k) — iw;) . The advantage of the

choice (5.74) is that we consistently work with derivatives of det§.
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We write the eigenvectors and eigenvaluecﬁ @f analogy to (5.50)—(5.52) as
Stk. ) - U, (k, ) = up(k, )T, (k, ). (5.76)

The determinant of can now be written as
M
S(k, ) = detS(k, ) = [ Jum(k, »), (5.77)
m=1

and the characteristic equation
um (k, wm(k)) =0 (5.78)

determines the dispersion relatiar, (k) of the mode with eigendirectioﬁm(k, ). Note that each eigenvalue
un, (k, ) may be a nonlinear function éfandw. Therefore it can happen that the equatigfik, ) = 0 specifies
more than one branch(k) of the dispersion relation. For simplicity, we will not distinguish this possibility with
our notation, but we stress that our results are generally valid. For equations of the form (5.46), we can identify
um(k, w) = Ap (k) (o (k) — i) ande(k, ) = Qm(k).

Upon inverting the Fourier and Laplace transformations, where the Laplace inversion requires a sufficiently large
realy, we now find for the Green’s function in the comoving fratne x — vt:

Q(S,t)=/dyg(é —y,t)'/dy’g(y—y’) 90", 0),

—iy+4o0 00
Q(s,z)=/, ’ g_w d—kexp{iké —i(w — v1}G(k, w),
= Ziy—oo 21 J_oo2m =

M A ~ 1
k, w) = ng(k’w) < Uy k@)

G
= up(k, ®)

(5.79)

m=1

The expression fog (¢, 7) is the immediate generalization of (5.54). When we evaluate the Fourier—Laplace inver-
sion of G (&, 1) in the long-time limit, each term in the sum (5.79) can be evaluated by the so-called “pinch point”
analysis [56,58] making use of expansions about zeroeg @f, »). We then need to deform not only the contour
of k-integration, as in the saddle point analysis in the previous sections, but also the conrtdntagfration. The
pinch point analysis is based on first evaluatingifiategral, and then the resultingintegral. Alternatively, we
can extract the long-time dynamics by first closing #hweontour, and then performing theintegral. This last
route is closer to that of Section 5.4. For a further discussion of both approaches and of the global conditions that
determine which of the saddle points or pinch points is dynamically relevant, we refer to Appendix M. As before,
we usex to denote the appropriate solution that satisfies these conditions.

As always, there can in principle be several saddle point or pinch point solutions through which the integration
contour can be deformed, and if this happens, the relevant one is the one corresponding to the largestivéiocity
we again writat1 (k, w) for the eigenvalue on which this solution lies and as before use a supetdorifiinctions
which are written in terms of the transformed variafl@ndg as in (5.59) and (5.60), the saddle or pinch point
equations assume their familiar form

urk*, w*)=0 <& u3(0,0) =0,
Ok + v 0 )urlk, w)kxor =0 & dyui(q, 2o =0. (5.80)
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Note that since is the product of all eigenvalues, cf. Eq. (5.77), these equations are equivalent to those given before
in terms of S, Eq. (5.62). Likewise, we get for the long-time asymptotics of the Green’s function the immediate
generalization of (5.55),

e EXRL—E2/(4D0) T3k, ) x T3 (K*, )

e . | 5.81
G, 1) (47Dt)1/2 10u1(k, ®)|k*,0x) o

which is our usual Gaussian expression again, Withiven by its familiar expression (5.68).

Our strategy in deriving the long-time front dynamics is always to use the long-time evaluation of the Green’s
function just to show how the pulled velocity and the dominant exponential behavior'¢ emerge, and to
motivate why the leading edge variablg¢sé, r) have essentially slow diffusive dynamics. The analysis of the
slow ¢ dynamics and the matching to the front interior is most properly done by going back to the PDE(s) for
the spatio-temporal evolution a@f. Switching back to the space—time formulation fiorcomes out most directly
from Fourier—Laplace inversion of the smalland smallsz expansion of the/-equation. Indeed, foy (¢, 1) the

appropriate Green’s function i$'é G (&, 1) and according to (5.79), we have

é*sQ(g,z):/g—f/quexqiqg—im}g*(q,sz), (5.82)

which confirms thaf2 andg are the proper Fourier—Laplace variables of the leading edge vatiable

5.5.2. The case of a single field
In contrast to our earlier matrix notation, a single equation for a single §i€ld r) after Fourier—Laplace
transformation can also be written in a scalar form:

S(k, w)d(k, w) = function{k, ¢(k, 0), d;¢(k, t)|;—0, ...} (5.83)

The most common and direct way to arrive at the above equation is by performing a Fourier—Laplace transformation
on the original dynamical equation. In this case one immediately gets the characteristic fSktionon the LHS,
while the partial integrations (or partial summations in the case of difference equations, where also the derivatives
in the initial condition terms are replaced by finite difference versions) of higher order temporal derivatives yield
w-dependent initial condition terms on the RHS in (5.83). Of course, we can also arrive at this equation via the route
of Section 5.4, where we introduced a vector notation for a scalar PDE of higher order in time, so that the dynamical
equation is of the matrix form (5.73). Indeed, when we calculate @etw) with S(k, w) = Ay (k) (ﬁ(k) — Ia)i.)
by developing the determinant along the last row of the matrix, one easily sees that one just retrieves the above
result.

Of course, the asymptotic analysisfo, ¢) parallels the earlier discussion of Section 5.4, irrespective of whether
or not the equation is written in vector form. Again, the asymptotic spreading speed is given by a saddle point of
S(k, w). However, as we have seen, for analyzing the proper front dynamics we want to return to the dynamical
equation for the leading edge varialgleFor the case of a PDE, this can be done simply by transforming the original
equation forp to the leading edge representatipie, 1) = €5 ¢ (&, 1), but for difference equations or equations
with memory terms, additional steps are clearly necessary. The general analysis is based on the observation that in
the leading edge representation, the dynamical equation is of the form

S*(q, )V (g, Q) = initial condition terms (5.84)

If we expandS* in ¢ and$2,, and perform an inverse Fourier—Laplace transform, we immediately arrive at the
PDE (5.57) foryr (&, t) with coefficientshmn given in terms of the derivatives 6f according to (5.61)! From there
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on, the analysis completely follows the one in the last part of Section 5.4, and we recover again all our familiar
expressions for the relaxation of the front velocity and the profile.

We stress that for givenequation, the transformation to the leading edge variable can beedawdy If this
is done for a PDE, we again get a PDE of finite order. As no approximations are made, the resulting equation still
allows one to study the fast or small-scale dynamics in the linear region as well. For finite difference equations or
for integro-differential equations, the transformation to the leading edge vatfadti#t results in a finite difference
equation or an integro-differential equation: the usual PDEyfothen only emerges ifn addition a gradient
expansion is made foy. Such an expansion will obviously contain an infinite number of terms. (We will see
explicit examples of this in Sections 5.6.3, 5.6.5 and 5.6.6.) Normally, such an expansion is not of much use.
However, when we turn to the long-time relaxation towards pulled fronts in the leadingyetdgepmesrbitrarily
smooth and slownd hencehe derivatives become nicely orderddoreover, the long-time large-scale relaxation
of ¢ corresponds precisely to the low-frequency small-wave number behavior of the Fourier—Laplace transform and
that is why the expansion ¢f* gives the proper evolution equation to analyze the front relaxation: as (5.61) shows,
the coefficientdmn in this equation are then nothing but the expansion coefficients of the characteristic equation
S*(q, ) for smallg and 2. In other wordsjndependently of whether we started from a differential, a difference
or an integro-differential equation, we find at this point always the same PDE for the leading edge vérjaiid
hence the same expression for the velocity relaxation

Let us finally remark, that instead of the leading edge transformation, we could also have performed a leading
edge projection onto the slow dynamics, as discussed in the following section. We will show, that the results of
Table 2 do not depend on this choice.

5.5.3. The case of a set of fields and possible projections
For dynamical equations which inherently consist of sets of equations for more than one field, one obviously
can only arrive at an equation for a scalar variablby some kind of projection onto the slow direction. The way
in which one projects out the slow dynamics clearly entails a certain freedom of choice. For a given equation the
“best” choice may be obvious, but in general there is some ambiguity. We illustrate this explicitly in Appendix L.
We note first, that a vector fie@(q, ) can be decomposed into its dynamical compongépig, 2) as

M

Vg =Y nlq. DU, (q. Q. (5.85)
m=1

. axd .

Tm(q, ) =U,, (¢.%)-¥(q, ), (5.86)

where the superscrifton the eigenvectord,, and eigenvalues,, is to remind us that these are written in terms
of the variableg; and<.
Eachsm,, (¢, ) has its own dynamics, cf. (5.84),

uy (q, )7, (g, ) = initial condition terms, . (5.87)

The natural projection onto a scalar leading edge variable is thus onto the eigendirection with the Targleisth
we denote withgi(q, Q). We then identify the scalar leading edge variable wiflig, ©2). Inverting now the
Fourier—Laplace transformation, we find a PDE #a(¢, r) of the form (5.57) with the coefficients

(i9Q)™ (—i9y)"

@ : (5.88)
: : (g==0)

1
W=
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Table 5
The saddle or pinch point equations, determinirigk* = iA* and D for a given characteristic functiofi(k, w) = deti(k, w). If there are
several dynamically relevant saddle point solutions (for relevance see Appendix M), take the one with the*largest

Definition of wp, (k): S(k,wr(k)) =0 (def.: A* =ik*)
Saddle point egs.: Sk*,w*)=0 <= w*=uwp(k)
* — * 6wm(k)
(O +v"00) Sl(ge oy =0 = v = : % kgc*,w*)
Comoving frame: Im (W*—v*%k*)=0 < v*'= %k(*)
., . 2 .
Diffusion constant: D= M < D= wzw_m(k)
28,5 - 20K | . e
(k*w*) (k™)

In general, only saddle points with Re D > 0 are relevant.
In this paper only saddle points with real D are considered.

Defining the saddle point parameters justasin (5.62) and (5.63) for Eq. (5.57), they in general will depend on whether
we derived the coefficients fro or from 1. However, we will argue below that the saddle point parametérs
A* and D do not depend on this choice.

Though the projection ontQI(q, Q) is formally the simplest one, the direction of projection is actually not
very practical, as it depends gqrand<2. In practice, one will want to project along a fixed direction. Our previous
analysis, summarized by Eq. (5.81), indeed suggested to project the long-time dynamics of the Green’s function
ontoU, (k*, 0*) = QT(O, 0). Projection o@(q, Q) onto this eigendirection yields

~ A*T ~ M n A*T ~ K
YP(q.2)=U; (0,0)-¥(q.Q) = Zﬂm(‘L QU; 0,0-U,(q, ). (5.89)

m=1

Now only forg ~ 0 ~ Q, we have(/}p(q, Q) ~ 71(q, ), while for finite ¢ and2, also#,, (¢, Q) withm > 1

will contribute. Inverting the Fourier—Laplace transform and working in the frgme x — v*¢, we find the
contributions fromr,,- 1 to decay exponentially in time. Such contributions we encountered already a number of
times before, for the first time in Section 2.5. The more important contribution comes from the coeffictant of

il .
which isgi (0,0 -Q:(q, Q) =1-0(q, Q). These algebraic correctionsgrand$2 actually modifybm, for the
projectionyP(g, ) in comparison with (5.88), except for the diffusion coefficiéntas we will see below.
Still, other projections might be physically useful as illustrated in the explicit example of Appendix L. We now
turn to the consequences of all these different choices.

5.5.4. The freedom of projection and the universality of Tables 2 and 5

At first sight, the leading edge transformation or the different leading edge projections each determine their own
saddle or pinch point equations or expansion paramégtgscompare, e.g., (5.61) with (5.88).

Nevertheless, the definition of the saddle or pinch point parameteks and D in Tablebdoes not depend on the
choice of the leading edge transformation or projection, and hence the universal relaxation results for the velocity
v(t) and the shap@®,(, in Table2 are independent of these as well.

For the saddle/pinch point equations of Table 5 this conclusion is based on two observatiS(is: «j) con-
tainsu1(k, w) as a factor (5.77). The saddle point is determined by a double raobin:; (k, ), which can be
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written as

wi(q, Q) = b (—iQ+DP + ) = ur(k, ) = big (—i(w — v*k) + Dk — k)2 + ---). (5.90)
D here obviously is defined @ = —bélz)/b(l%)) with bﬁrl.% from (5.88). The root (5.90) fully determines the lowest
derivatives ofS = [, u» at the saddle poinj = 0 = 2 — up to a constant prefactor, resulting from the other
factors inS. (ii) The saddle point parameters are defined by homogeneous equations (5.62) or ratios of derivatives
(5.63). So the prefactors depending on differentiation of eithear S will cancel in the equations that determine
v*, A* andD. In particular,D defined byD = —bgy/b10 in (5.63) is identical withD = —bélz)/b(l%)) here and with
other D’s resulting from different projections.

The subleading term®3 and w for the scalar leading edge variable in (5.64), in contrast, do depend on the
choice of projection. Hence, as there always will be a leading edge equation of the form (5.64), and as the universal
results summarized in Table 2 do not depend on the valuég afr w, Table 2 is a universal resulhdependent
of the particular projection chosemhe subleading contributiogy(z) in the leading edge will always be solved
as in (5.69), so it will not depend on initial conditiorigjt will depend on the direction of projection through the
parametersDs and w.

In conclusion, we reiterate that the relaxation results also apply to dynamical equations other than PDEs, because
the dynamics of the leading edge representatidiecomes arbitrarily slow and diffusive for long times. This allows
one to do a gradient expansion in time and spac&faven if the original equations are not PDHS this case the
path of analysis via the Fourier—Laplace transformation and pinch point analysis is necessary. For equations that
are of differential form in time, Fourier transformation in space and saddle point analysis is sufficient.

5.6. Applications

In this section, we support the above arguments by summarizing the results of numerical simulations of three
equatiors — a spatially fourth order PDE, a set of two coupled PDEs and a difference—differential equation —
which are all in complete agreement with our predicted universal relaxation trajectory as in Table 2, consisting of
the velocity convergence (5.70), the slaved interior (5.71), and the crossover to a diffusive type of dynamics in the
leading edge fof > /t. We also briefly consider a PDE with second order temporal derivatives, an extension of
the nonlinear diffusion equation with a memory kernel, and the discretization corrections in the Euler and in the
semi-implicit numerical integration method for a nonlinear diffusion equation. The last results were used already
in Section 4 in our numerical study of the nonlinear diffusion equation.

5.6.1. The EFK equation
The EFK (“extended Fisher Kolmogoroff”) equation is an extension of the nonlinear diffusion equation [64,65],
which has been investigated quite intensely in the mathematical literature [101]. It reads

0 =070 — e+ ¢ — > (5.91)
A straightforward calculation [65] shows that the saddle point equations (5.13), (5.16) and (5.17) yield

1—(1—12)12

1/2
5 ) , D=@1-12/)Y2 for y < 1i2 (5.92)
14

Fory > %2 the saddle point solution has Re# 0, and in agreement with this, the pulled fronts in this equation
are then found to be non-uniformly translating and to generate periodic patterns [64]. We will therefore focus here

on the regimey < 1i2 The arguments of the Appendix of [65] for the multiplicity of front solutions (summarized
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Fig. 11. Velocity relaxation in the EFK equation (5.91) for= 0.08: plot of vy (1) — v* — X3/2 as a function ofX’g/z as in Fig. 8(a) for times
60 < ¢ < 200. System sizé = 200, front positionvg = 25, initial steepnessinit = 20 in (4.2). Grid sized\x = 0.01 = Ar.

in Appendix H) give evidence that this equation indeed admits a family of uniformly translating fronts in this
regime. One also can prove that the front cannot propagate with a velocity largei* tifiéme initial conditions are
sufficiently steep [72,99]. The convergence towards the pulled front solution should therefore be given by Eq. (5.40)
forv(¢) and Eq. (5.31) or Egs. (5.38) and (5.39) for the interior of the leading edge of the front profile. Fig. 11 shows
some of the results of our numerical simulationsifar aty = 0.08. This value ofy is just below the bifurcation
valuey; = liz = 0.083. The plot is of the same type as in Fig. 8(a) for the nonlinear diffusion equation.

The numerical grid sizes of the simulation @&re = 0.01 = Ar. The system size i6 = 200, the initial condition
is characterized byinit = 20 andxg = 25. The analytical prediction for = 0.08 is, according to (5.92), in the
limit Ax — 0, At — 0: D = 0.2,1* = (3)¥? = 1.29, andv* = %!1* = 1.89. The ratio between the/i- and
the 1/¢%/2-contribution inv(¢) according to (5.40) is measured on the timescale

1
T = 2 (5.93)
as in the dimensional analysis (5.36). ko= 0.08, we havel' = 3. The plot of Fig. 8(a) gave good results from
timetr = 20 on, wherel' = 1. It is therefore consistent that the plot of Fig. 11 with= 3 is good from times
t = 60 on. We thus plot here the time interval 80 < 200. One can already anticipate from the plot that again a
correction ofv* for the numerical finite difference code will be required if we proceed to even higher precision. In
conclusion, we find the results to be in full accord with our analytical predictions.

5.6.2. The streamer equations

Streamers are discharge patterns which result from the competition between an electron avalanche formation
due to impact ionization, and the screening of the electric field by space charges in the ionized region. For planar
streamer fronts, the equation for the electron densignd electric fieldE are [15]

9,0 = Dyd%0 + 0 (0E) + 0 fsu(E).,  &E =—Dydo —0oE, (5.94)

where we have assumed that in the regio)> 1, where the electron density vanishes = o (x — oo, 1) = 0,

the electric fieldE™ = E(x — oo, t) does not change in tim@; ET = 0. The field-dependent ionization rate

has a functional form likefsy(E) = |E| exp{—1/|E|}. This is the functional form we use in our simulations. The
state(o, E) = (0, E™T) is unstable, and also for these equations, it is known [15] that they admit a one parameter
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Fig. 12. Velocity relaxation in the streamer equations (5.94)fbr= —1 andD = 0.1, plotted as in Figs. 8(a) and 11 for times 4G < 200.
Initial condition: Gaussian electron densityx, 0) = 0.9 exg—x?2} (thusinit = 00), E(x,0) = —1. System sizd. = 400, front position
shifted back torg = 100, after it is reached. Grid sizeSx = 0.01, Ar = 0.0025.

family of uniformly translating front solutions. The dispersion relation for linear perturbations about the unstable
stateoc = 0, E = Et < Oreads—iw (k) = ikET + fsw(E™) — Dy k?, where we choose to analyze the leading edge
in a projection onto the-axis. The saddle point equations (5.13), (5.16) and (5.17) then yield

far(ET)\ 2
Dy ’
D = D,. (5.96)

V' = —EY 4+ 2Dy fa(ETHYZ, aF = ( (5.95)

Again, the simulations of these equations show that the velocity convergence follows our analytical prediction
(5.40). An example of our results is shown in Fig. 12 in a plot as in Figs. 8(a) and 11, where we track various levels
of the electron density. The dimensionless time & = 1/fs(ET) = el =2.718forE*T = —1. We plot our data

for times 40< ¢ < 200, and again find our predictions to hold.

5.6.3. A difference—differential equation
We now summarize some key elements of our analysis [102] of the difference—differential equation,

3Cj(t)=—Cj+C74. Cot) =0, Cjs1(t) =1, (5.97)
with j integer. This equation originates from kinetic theory [17]. If we transform wittt) = 1 — C;(z) to

() =—¢j +2¢;_1— ¢]2-,1, $o(t) =1, ¢j»1(t) =0, (5.98)

we have our usual notation with the state= 0 being unstable and the state = 1 stable. As usual, we consider
fronts between these states starting from sufficiently steep initial conditions. It is easy to see that such initial
conditions will create a pulled front [102].

Eq. (5.98) provides the first illustration of our argument from Section 5.5 that our analysis applies to difference
equations as well — with the only difference that the spatial Fourier mbaesv extend over a finite interval or
“Brillouin zone” 0 < k < 27 only. Substitution of the Fourier ansapz ~ exp{—iwt + ikj} into the equation of
motion linearized about the unstable staje= 0,

0P = —¢; +20¢;-1, (5.99)



U. Ebert, W. van Saarloos/Physica D 146 (2000) 1-99 69
yields the dispersion relation
—iwk) =26 —1&s(h) =2¢ — 1. (5.100)

As discussed before, the long-time asymptote of the leading edge is again determined by the saddle point which
obeys (5.13), (5.16) and (5.17). This results in

vt =2e" = %}:1 (5.101)
When we choose the solution witti > 0, the saddle point equations are solved by

—ik*=1* > 0 real v* = 2e" =4.31107 A= Ze;T::L = 0.768039

D=Dy=1v* = D, = (_’);:”*. (5.102)

The D, values are determined from (5.28). We now perform the leading edge transformation

pj(t) =eEyEn, £=j—v' (5.103)
The large-time, small-gradient expansion in the leading edge now results in the PDE

W = DOZy + D3ddy + -+ . (5.104)

The velocity convergence is again given by (5.40), withA* and D given by (5.102). We do find indeed that the
fronts in this equation are pulled, and that the velocity convergence follows (5.40). This is illustrated in Fig. 13,
where we plotv () — v* + 3/(22*1))/t~%/2 as a function of 1/7. v(r) = x(¢) is the velocity of the front defined
asx(t) = Y5240, (1). The curve in Fig. 13 should extrapolate B (/0 D))Y/? = 3.0699 as 1/ — 0.

This predicted asymptote is marked by the cross on the axis. Indeed, the ¢ata of v* + 3/(21*1))/t~3/2 for

40 < t < 4000 extrapolate very well to the predicted asymptote, especially in view of the faat/that 2 x 10°P

at the latest times. The slight offset at the end might be due either to finite systeih siz® finite numerical
discretizationAt.

3/2

K [V(t)-v +3/@A )

Fig. 13. Velocity relaxation for the difference—differential equation (5.97), whére= x(¢), andx(z) = Z?O:o‘i’j (1), see Eq. (5.98). Plot of
(v(t) — v* + 3/(2)*1))/t~3/2 as a function of 1./7 for times 40< ¢ < 4000. The curve is predicted to extrapolates@ as ¥/t — 0. The
predicted value of3,> is marked by the cross on the axis. Initial conditipn(0) = exp(—j2}. System sizeV = 4000 grid points. Front shifted
back tong = 75, after it has been reached. Temporal grid $ize= 0.0005.
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5.6.4. Diffusion equation with second order time derivative
Quite recently, it was shown [77] that, not surprisingly, fronts in a second order extension of the F-KPP equation,
2y ¢ 3%
2ozt T 02

at at ax

are also pulled. One interesting aspect of this equation is that while the diffusive spreading in a first order diffusion
equation is, in a sense, infinitely fast, the second order term gives a finite speed of propagation of the disturbances.

As discussed in Section 5.4, our results immediately apply to this equation, so the velocity and front relaxation
is then given by Egs. (5.70) and (5.71), with

2

V= 1+ 412’ M= (144", D

+¢ —¢°, (5.105)

1

= e (5.106)

The expression fob nicely illustrates the effective renormalization of the diffusion coefficient due to the second
order time derivative.

5.6.5. An extension of the F-KPP equation with a memory kernel
As an example of an equation with a memory kernel, consider the extension of the F-KPP equation

t
dp(x,1) = 0%¢p(x,1) +/ df' K(t — Yo (x, 1) — ¢*(x, 1) (k> 1). (5.107)
0

Upon Fourier—Laplace transformation as in (5.18), this equation is a scalar version of (5.73(kith) =
i — k%2 + K (w), and so according to our discussion of Section 5.5, our analysis directly applies. If we take for
instance

1 —(t—1)?
K@t—1)= , 5.108
€= 711/213exp{ 472 ( )

the equation reduces to the F-KPP equation in the lighit> 0, and the characteristic equation becomes
A% — s + exp(t2s?} erfo(rzs) = 0, (5.109)

where we follow the notation of Section 5.3.2 in writing= Im w, A = Im k, and where erfc is the complementary
error function. The results far*, A* and D, obtained by solving (5.109) together with the saddle point condition
ds/dx = s/Al+ numerically, are shown in Fig. 14.

Other examples of equations with memory kernels can be found, e.g., in [103,104].

5.6.6. Exact results for numerical finite difference schemes

The fact that our results also apply to finite difference equations has the important implication that if we study
a PDE with pulled fronts numerically using a finite difference approximation with gridsizend timestepAz,
we can calculate™(Ax, Ar) as well asv(z; Ax, Ar) exactly This allows us to estimate analytically the intrinsic
discretization error in these quantities, and hence to déafteehandvhich grid and step size are needed to obtain
a given accuracy.

As a first illustration, suppose that one integrates the F-KPP equation (1.1) numerically with an explicit Euler
scheme. This amounts to approximating the PDE by

wit + A —uj(t)  wjpr(t) —2uj(t) +uj_1(7)
At - (Ax)?

+uj(t) — ko). (5.110)
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Fig. 14. Plot ofv*, A*, and D as a function of3 for the extension (5.107) of the F-KPP equation with a memory kernel (5.108).

Upon substitution of: ; () ~ exp{st— Ax}, x = j Ax into the linearized equation (we again follow the notation of
Section 5.3.2 by writing = Im w, A = Im k), we obtain

(5.111)

L 2

expisAt} — 1 sinhzAAx

—_— =1+ .
At 3Ax

which is straightforward to solve far(x; Ax, At). As we emphasized above, by solving the saddle point condition

ds/or = s/Al+ = v*, we can obtain the exact values6f, A* and D for any step and grid size, and in this way

determine the accuracy of the numerical scheme. In general, these equations have to be solved by a simple numerical

iteration routine, but for smalhx andAz, the result can easily be calculated analytically: expandingximndAt,
we find the dispersion relation

sO; Ax, At =14+ 22+ 2a%Aax0)? - A+ 29%Ar + - (5.112)

For At — 0, Ax — 0, this reduces to the continuum result) = 1+ A2, as it should. For the saddle point
parameters, we find
V¥ =2 - 2A1 + 15(AX)Z + -
Euler: A* =1+ Ar—3(Ax)2+---, (5.113)
D=1—-4At+ 3(Ax)?+---.
In practice, the Euler scheme is not used very often, because it is numerically very unstable and not very accurate.

We have done all our simulations in Section 4 and in this section with a more stable and accurate semi-implicit
method [105]24 which for the F-KPP equation amounts to the discretization

uj(t + At) —uj(t) _1. wjp1(t) —2u;(@) +uj_1(t)
At 2 (Ax)?

1Tujp1(t+ A1) —2uj(t+ A +uj_1(t+ A7 1
+§[ ths J(Ax)z / ]+§[u,-(t)+uj(t+Az)]
1
_E[Zu];(t) + KU @ + A —uj (). (5.114)

24 For the diffusion term, this method amounts to @rank-Nicholsorscheme, see, e.g., Section 17.2 of [118].
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The last term is obtained by expandir(gt + At) aboutu’j‘. (1) tofirstorderinu ; (r + At) —u  (¢), so that one obtains
a linear equation for the ; (r + Ar). This expansion makes what would otherwise have been an implicit method,
into a semi-implicit method. This difference, however, does not matter for the leading edge dynamics evaluated
below.

The dispersion relation is now given by

tanhisAr sinh31Ax 2
— =1+ . (5.115)
iAl EAX
which immediately yields(1; Ax, Ar). For smallAx andA¢, the result is
s Ax, Af) = 1+ 22 + x4 A0 + L@ +21H3an + - (5.116)

For this integration scheme, it is now straightforward to find

vt =24 5(AN2 4+ (AN + -
Semi-implicit :  1* = 1— (A2 — (Ax)2+ -+, (5.117)
D =1+3(A0%+ 1(Ax)%+ -+ .

We stress that these are #saactexpressions for the application of this numerical scheme to the nonlinear diffusion
equation, scaled to the normal form (2.1) and (2.2). They are therefore the “ideal” finite difference correction terms
in the absence of numerical instabilities, round-off errors, etc. The correctness and accuracy of the prediction (5.117)
for v* is demonstrated in Section 4 in Fig. 8(b).

We finally note that an early example of pulled front relaxation observed in a finite difference equation in space
andtime was seen in a mean-field model of ballistic growth [22]. In this paper, the prefactor gfttezrh, obtained
by plottingv versus ¥z, was found to be about 9% temall Presumably, this discrepancy is due to the corrections
from the /32 term: according to (5.70), the tertd — (7/(»**Dt))¥2) generally gives rise to Bweringof the
effective slope in @ versus ¥t plot, as Fig. 7(b) clearly demonstrates.

6. Summary and outlook
6.1. Summary of the main results

The essential result of this paper is that for front propagation into unstable states, starting from steep initial
conditions, the convergence of front velocity and shape is given in the pulled regime lnyitieesalexpressions

v(t) = v* + X(1), (6.1)

. 3 T 1/2 1

w0=-5% (- () ) +o(3) 62
1

¢ =Dy)(Ex)+0O (t_2> , forex SV, (6.3)

Ex =x — vt —X(1), (6.4)

provided the asymptotic front profile is uniformly translating. All terms in the expressianfari*, v* andD are
given explicitly in terms of the dispersion relation of dynamical equation, linearized about the unstable state (see
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Egs. (5.16), (5.17) and (5.19) or Table 5). These results are also summarized in Table 2. The dependence on pushing
or pulling and on the initial conditions is sketched in Table 4.

With universalwe mean that not only the asymptotic profile is unique, but also the relaxation towards it, pro-
vided we start with sufficiently steep initial conditions which decay exponentially faster tHah for x — oc.
Moreover, the relaxation is universal in that it is independent of the precise nonlinearities in the equation, and
of the precise form of the equation: it holds for PDEs, sets of PDEs, difference—differential equations, equa-
tions with memory kernels, etc., provided fronts are pulled and that the asymptotic front solution is uniformly
translating, and provided that we are not at the bifurcation point from the pulled to the pushed regime, or at
the bifurcation pointD = 0 towards pattern forming fronts (e.g., at= 1i2 in the EFK-equation). The fact
that the results also apply to finite difference equations has a nice practical consequence: if a PDE is stud-
ied numerically using a finite difference approximation scheme, bétland the prefactors of the algebraic
relaxation terms can also be calculatdhctly for the numerical scheme. This allows one to estimate in ad-
vance how big step and grid sizes need to be, in order to achieve a particular numerical accuracy (see Sec-
tion 5.6.6).

The remarkable relaxation properties are reminiscent of the universal corrections to scaling in critical phenomena,
if we think of the relaxation as the approach to a unique fixed point in function space along a unique trajectory. An
alternatively way to express this in more mathematical terms is to say that we have construcezdeheanifold
for front relaxation in the pulled regime.

The above expressions contaihuniversal terms: those of order? depend on the precise initial conditions and
on the nonlinearities in the equations. The order of the limits is important here: our results are the exact expressions
in a 1/t expansion, i.e., when we take the large time limit while tracking the velocity of a particular fixed value
of ¢. To order Y12, this is equivalent to keeping fixed. When we interchange the limits by takiag large at
fixed time, there is a crossover to a different intermediate asymptotic regirgg for./z. The different dynamical
regions of a pulled front are sketched in Fig. 2.

The slow algebraic convergence of pulled fronts to the asymptotic velocity has important consequences,
as it prohibits the derivation of a standard moving boundary approximation for patterns in more than one dimen-
sion that consist of propagating pulled fronts whose width is much smaller than their radius of curvature
[37].

While we have limited the analysis in this paper to equations that admit uniformly translating front solutions, it
turns out that most elements of our analysis can be extended to pattern forming fronts for whick:Reand
Rew* # 0. In this case, the expression (6.2) withviD replaced by Rél/+/D) applies [72,73,99].

In addition to our derivation of the above expressions for the convergence of pulled fronts, we have reformu-
lated and extended the connection between front selection and the stability properties of fronts. This leads to an
essentially complete picture also of front relaxation in the pushed regime and in the case of leading edge domi-
nated dynamics resulting from flat initial conditions. For an interpretation of these results, again a consideration
of the different dynamical regions of a front as in Fig. 2 is helpful. The relaxation behavior in the pulled regime
with sufficiently steep initial conditions cannot be obtained simply from the properties of the stability opera-
tor of the pulled front solution, and therefore had to be obtained along a different route, which is summarized
below.

6.2. Summary of the main conceptual steps of the analysis
The derivation of our central result on pulled front relaxation is based on the following steps:

1. From the dispersion relatian(k) or from the characteristic functiofi(k, w), we obtainv*, A* and D (see
Table 5).
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. The double root condition which determingsandi* implies that the asymptotic largebehavior of uniformly

translating front solutions is a&*(¢£) = (a& + g)e*'¢, where generically # 0.

. The double root condition which determinésandi* also implies that the lowest order spatial derivative termin

the dynamical equation for the leading edge representatiene’ ¢ ¢ (¢, t) is of the diffusion typeDa%y/9&2
(see Sections 5.3.3, 5.4 and 5.5).

. The diffusion type dynamics implied by 3 shows that in the comoving fiamex — v*¢, the front profile shifts

back with the collective coordina#é(s) which grows logarithmically in time. Linearization about the asymptotic
front solution®* (&) in the& frame is therefore impossible (see Sections 3.1.3 and 3.1.4). Instead, we introduce
the framety = x —v*r — X (¢) with the expansioX (1) = c1/t +c3/2/t%/?+- - - and the corresponding leading
edge transformatiott (&x, 1) = X (x, 1).

. In thefront interior, the long-time expansion fof generates an expansion for the corrections to the front profile

in inverse powers of. To orders—2 temporal derivatives of the front corrections do not come in, so that to this
order the equations for the profile shape reduce to those fgy. This immediately leads to (6.3) for the time
dependence of the front profile.

. In theleading edgewhere nonlinearities can be neglected, we use an asymptotic expansigtitiort),

linearized abouty = 0, in terms of functions of the similarity variabte= 5}2(/(4Dt) of the diffusion equation.
Now for small values of, the expansion has to match the boundary condifios e *"5x d* (£x) ~ akx + B
(implied by observation 2), and for largg, the terms in the (intermediate) asymptotic expansion have to decay
as a Gaussiané = exp{—g}z(/(4Dt)} times a polynomial in the similarity variabke These two requirements

fix the constantsy, c3/2, . .. in the expansion ok, and hence (6.2).

6.3. Open problems

What one considers as remaining open problems concerning pulled front propagation, will depend largely on

one’s background and standards regarding the desired mathematical rigor. While our results are exact and yield an
almost complete understanding of the general mechanism of pulled front propagation, they have, of course, not been
derived rigorously. In physics, such a situation is often not just quite acceptable but even quite gratifying, but more
mathematically inclined readers may wish to take up the challenge to provide a more rigorous justification. More
work could also be done on enlarging the classes of equations for which the assumptions underlying our approach
can be shown to hold, i.e., for which one can show that fronts are pulled and that there exists a family of uniformly
translating front solutions.

Within the realm of our approach, one can consider slight extensions of our method to two non-generic special

cases. First of all, we have focused on the case of sufficiently steep initial conditions such that the steepness
A = —lim,_ o Ing(x,0) is larger thank*. As we discussed at the end of Section 3, the intermediate case in
which for largex, ¢ (x, 0) ~ x~” e *"* with v < 2, does give a-dependent result for the coefficient of thgr 1

term. According to Bramson [74], the next order correction is of ordérlth 7). This suggests that for this special

case logarithmic terms will have to be included in the expansion. Second, at the bifurcation point from uniformly
translating solutions to pattern forming fronts, which in the EFK equation (5.91) happens q}z the diffusion
coefficientD vanishes (see Eq. (5.92)). At this bifurcation point, the equation for the leading edge represgntation

is not of the diffusion type, so our asymptotic expansion breaks down right at this point. We have not investigated
what happens then.

As mentioned before, we will elsewhere address what we consider the most interesting remaining challenges, the

extension of (part of) these results to pattern forming and chaotic fronts [72,73,99] and the question whether weakly
curved fronts can be analyzed with a moving boundary approximation [37], an issue which is of central importance
for understanding fronts in two and three dimensions like streamers [15].
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6.4. The multiplicity of front solutions and of solutions of the saddle point equations

As we discussed in Section 5.2, our general discussion of the convergence of pulled fronts to their asymptotic
velocity and shape is based on the assumption that a uniformly translating front sdititgorexists (see (5.19) for
adefinition), and that itis a member of a one-parameter family of front solutions. What happens if this family of front
solutions does not exist has, to our knowledge, not been investigated systematically for real equations. However,
experience with various pattern generating fronts — especially with a similar case in which no generalized uniformly
translating solutions exist in the quintic complex Ginzburg—Landau equation [66], even though the dynamics is pulled
— vyields the scenario that the leading edge just spreads according to the linearized equations, and that the front
interior “just follows”, in the sense that if there are uniformly translating front solutions, the front interior and the
region behind it relax smoothly, while if there are none, it is forced to follow the spreading in some other way. This
leads one to conjecture that if there is no family of uniformly translating front solutions, the velocity relaxation will
still be described by Egs. (6.1) and (6.2) in the leading edge, but that in the interior front region the dynamics will
be inherently time-dependent, e.g., incoherent [73].

This can occur in particular in the following situation: as mentioned in Section 5.3.1, it can happen that the
dispersion relation is such that there is more than one allowed non-trivial solution for the equaticharioi*.
According to the linearized equation, arbitrary, sufficiently steep initial conditions will spread out asymptotically
with the largest speed*. Hence the asymptotic spreading speed of pulled fronts emerging from steep initial
conditions is simply the largest velocity. Now, according to a counting argument for the multiplicity of uniformly
translating front solutions, the multiplicity of front solutions associated with different solutions of the saddle point
equations fon* will differ: if there are two solutions; andv; with A7 < A3, the multiplicity of front solutions
with velocity nearv; and an asymptotic spatial decay rate meawill be smaller than that of those with velocity
nearv] and a spatial decay rate négr Investigations of the issue of the competition between various solutfons
will therefore also bear on the issue raised in the beginning of this section, the question what happens when there
is no uniformly translating solutio®*. In particular, the dynamics in an equation that has a family of uniformly
translating fronts associated with the solutignshould show a transition from smoothly relaxing interior dynamics
for v > v3 to incoherent interior dynamics fef < v3.

6.5. A step-by-step guideline for applying these results

If one just wants to apply our results to a given dynamical equation with a given initial condition without worrying
about the derivation and justification, one can simply follow the following guidelines:

1. Linearize the dynamical equation about the unstable state, and determine the characteristicg@uatioa 0
for modes exp—iwt + ikx} in the linearized equation.

2. Solve the double root or saddle point conditions from Table 5 to detenjii& and D.

3. Check whether the leading edge of the initial conditions is steeper tHah with Im k* = 1*. Only then the
front is a candidate for pulling with an asymptotic veloaity,

4. Check whether the conditions (5.19) under which fronts are expected to be uniformly translatirig—=Re
Rew* = 0, Im D = 0 are satisfied. If not, the fronts will be pattern generating rather than uniformly translating
(see Section 6.4 above).

5. Assuming the conditions under 4 are obeyed, so that the asymptotic front is expected to be uniformly translating,
investigate by a counting argument or otherwise whether there is a one-parameter family of uniformly translating
front profiles®, (&) that includesb*(&).

6. Determine, by using bounds, comparison theorems or physical arguments, whether the fronts will be pushed or
pulled. This determines, which particular regime from Table 4 applies.
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7. If according to points 4-6 there is a family of front solutions that incléde and if the dynamics is pulled,
then our predictions (6.1)—(6.3) or Table 2 apply. If the conditions under 4 are satisfied but there is no family
of uniformly translating solutions according to 5, then our formula (6.2) should apply but one can then expect
intrinsic non-trivial dynamics in the front interior to remain, so that (6.3) does not apply. If 4 is not satisfied (as for
the EFK equation (5.91) for > 112), one expects pattern generating fronts with a similar algebraic convergence
(see [72,73,99)]).

6.6. The subtle role of the nonlinearities: an alternative intuitive explanation

As we have seen in (2.46) and (5.20), the convergence dirthar spreading velocity to the asymptotic value
v¥isasv(t) = v* — 1/(2x*t) + - - -, while the convergence of nonlinear fronts isvés) = v* — 3/(21*t) + - - -.
The prefactor of the /r in the latter case is just three times larger than for the linear spreading velocity. What is
this subtle difference due to?

In this paper, we have attributed the difference to the presence of theoterim the largeé asymptotics
(& + B)e*'§ of ®*(&). We used an argument closely related to the one presented below, to prove in Section
2.5.2, thate # 0. The functional form ofd* leads to the requirement that the leading term in the expansion in
similarity solutions in the leading edge(is/ r3/%)exp{—&2/(4Dt)}, not(1//1)exp{—&2/(4Dt)} (see Section 3.1.1).
Nevertheless, one may want to have a better intuitive understanding of why the asymptotics of the linear spreading
velocity is not correct for the nonlinear front relaxation — after all, one might at first sight think that the linear
spreading results should be correct sufficiently far forward in the leading edge, where the nonlinearities can be
neglected. The following picture allows us to understand why this is wrong, and why the same type of algebraic
convergence also applies to pattern forming and chaotic fronts [72,73,99].

Consider for simplicity the F-KPP equation (1.1). As discussed in the introduction and Section 2.5.2, the dynamical
equation for the leading edge representatias, r) of ¢ is

Y€1) = 0FY(E. 1) — Y3 e L (6.5)

We can think of the nonlineag3e=2*"¢ term as a localized sink term in the diffusion equationforthe term
vanishes for positivé due to the exponential term, and for large negagiwinceys vanishes exponentially in the
region to the left where saturates (see (2.54)). Thus, if we thinkiybfas representing the density of diffusing
particles, then in the region where this term is non-vanishing it describes the annihilation of particles. For the half
space to the right of it, where the particles freely diffuse, this term therefore acts like an absorbing boundary on the
left. This is actually all that remains of the nonlinearities in the equation! Whenever the integrated sink strength
(the spatial integral of the nonlinear term, in agreement with (2.54)) is non-zero, the problem in the leading edge
reduces to that of the build-up of a diffusion field in the presence of an absorbing boundary (and at the same time,
as (2.54) showsy # 0). In this language, the pulled to pushed transition occurs precisely when the absorption
strengthae vanishes, and indeed precisely at this point the velocity convergence {s)as v* — 1/(2 *t) + - - -

(see Eq. (3.66)).

There is one complication: unlike the usual problems of diffusion in the presence of a given absorbing boundary,
the “sink”in (6.5) depends on the relaxing fiefdtself. In fact, as we discussed extensively in the paper, the diffusive
dynamics ofyr leads to a logarithmic shift of the sink in time, in the fragneThat is why in this interpretation we
have to go, for self-consistency, to the fragze= & — X (¢). In this frame, the “sink” or “absorbing wall” remains
essentially fixed in time, and so the dynamics/ofs, in leading order, that of a diffusion field in the presence of a
fixed absorbing wall. As it is well known, in such a case a linear gradiett£x will build-up in front of the wall,
to balance the constant annihilation of particles in the wall region.
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Clearly, even if the “sink” strength is not stationary in time, the build-up of the linear diffusion gradient far ahead
of it will not be affected. The presentinterpretation therefore yields a natural starting point for analyzing the velocity
relaxation of non-uniformly translating fronts. This will be explored elsewhere [72,73,99,102].

We end this paper by stressing that while we have shown that nonlinear fronts relax according%dahé “

v(t) = v* — 3/(2\*t) + - - -, one cannot apply this result completely with closed eyes. An amusing illustration of
this warning is the following. It has been noted that the spreading velocity in the equation

)
9t 9x2

2
+o+e (ﬁ) (6.6)

0x
follows the % law” v(t) = v* — 1/(2r*t)--- =2 —1/(2t) + - - - [106,119]. At first sight, this equation therefore
might appear to yield a counterexample to our assertions. In fact, it does not. Our results only hold for equations
where the growth of the dynamical field saturates behind the finotity the case in which the growth is unbounded.
If the growth is unbounded, our arguments for why# 0, and hence for the3'law”, break down. The above
equation is precisely an example in which the growth does not saturate:>fo® and positivep, the nonlinear
term only increases the growth. Hence there is no saturation and the spreading wgl@gity the presence of the
nonlinearities is larger than the one of the linear equatigriz) > v* — 1/(2r) + - - -. Apparently, in practice the
equality is obeyed asymptotically. Of course, if we add a saturation term of the-ggpwvith & > 1 to the RHS of
(6.6), we obtain regular fronts and our usual expressiom fOris recovered.
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Appendix A. An upper bound for v¢ in the nonlinear diffusion equation

With a generalization of the leading edge transformation introduced in Section 2.6, it is straightforward to prove
the well-known upper boung: < vgyp, Where

1/2
vsupz 2 Sup <M) . (Al)

0<¢=<1

for the selected front velocity in the nonlinear diffusion equation, if the initial conditions have steapﬂe%‘ssup
The steepnessof a front is defined in (2.6). To prove this bound, transform (2.1) to a framex — vt, and write

V(1) = explzv5) ¢ (x, 1). (A2)
The equation of motion is how
oy = 02y — 3vPY + exp(3vE) F(Yexp—FvED). (A.3)

If the initial steepness is > v, then

lim ¢ (E,r) =0 forall 0<t < o0 (A.4)
E—>+o0
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since the steepness of the leading edgex( o) is conserved for all finite times, cf. the discussion in Section 2.5;
and since convergencefat> —oc is guaranteed by — 1 behind the front together with the transformation (A.2).

Thus the decay of at&é — +o0o is exponential irg€ for ¢+ < co. Hence, the whole equation can be multiplied by

¥ and integrated ovey. This yields

ﬁ__/ 2 2|V Frexp—5uED e
I g{(asww T ven L || (A5)

where all integrals are finite. The RHS of this equation is strictly negativexifvsyp (A.1). Therefore, in a frame
moving with velocityv > wvsyp, the integralfgl/f2 decays in time. This means, that the frame is propagating too
rapidly, so that the front shrinks away in the leading edge representatiar2). Only a frame moving with velocity
v < vsypCan propagate along with the speed of the froqiyis therefore an upper bound for the asymptotic velocity
of any initial condition withk > Jvsyp

For nonlinearity fupp = ¢ — ¢~, we havevsyp = 2. But on the other hand, we know (see Section 2) that
vsup > Ve > v* = 2. Hence, these fronts are pulled with= v* = 2. For nonlinearityf, = e¢ + ¢"*1 — ¢21+1,
we havevsyp = (1 + 4¢)Y/?2 > 2, /e = v*.

This version of the argument far < vsyp[72] can be generalized for equations with higher spatial derivatives,
forming both uniformly translating fronts or pattern forming fronts [73,99].

Appendix B. The generalized nonlinear diffusion equation

Analyze a general equation with first temporal and second spatial derivative:
F(, 05, 920, 0,¢) = 0. (B.1)
A front translating uniformly with velocity solves
F(®y, de®y, dZ®y, —v0:®,) =0, & =x —t. (B.2)

The stability analysis of such a solution and the further treatment of convergence is identical with what we did
for the nonlinear diffusion equation (1.1) in Sections 2 and 3. We only need to transform the linear operators as
discussed below. Our analysis is directly relevant for the equation studied in [107].

We use the definition of functional derivatives as in (5.32)—(5.36). A linear perturbatign) (2.25) about a
uniformly translating staté, then solves the linear equatioym = £, (2.26), respectively, (5.30) with the linear
operator being now

Ly = f2(E)F + fro©)de + fo6). fLo=v+ fu. (B.3)

For transforming to a Schrodinger problépy = 4,1 +0(y% e %), H, = —d2+ V,(y), we now have to make the
coefficient of the first order derivativiz vanish, and the coefficient of the second-order derivaﬁvaonstant. This

can be achieved through a transformation similar to (2.28) and (2.29), combined with a nonlinear transformation
y(&) of the lengthscal€:

2f10 — 0 f2
412

Hy(y) = - £, = 02 + v, (), (B.5)

y=€en da@)= dg, (B.4)
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d&
dy(¢) = (HENT2 (© dy = \/fz(E)f?s) . (B.6)
_fL Aol fade fro — fruds fo | e f2)? — 4f2dZ f
V) = T o . B.7)

We use again the convention lim., ®,(¢) = 0. By construction, the pulled velocity* is the velocity, where
V= (00) = 0. Accordingly, now

v* = 2,/ fo(o0) f2(00) — f1(00). (B.8)

The steepness of the leading edge is

fo(00)>1/2
f2(00) '

(In the convention of Section 5.%; (0c0) = ¢,.) In the leading edge region, the relation betweemndé is linear:
y =&/ (fa(0o)) 2.

If V,«(y) > 0 for all y, there are no destablizing linear modes within the Hilbert space of (B.5). Then the front
propagating withv* is stable. The remaining analysis translates from Sections 2 and 3 step-by-step with only the
explicit form of the linear operators, and#,, and the transformation operatdt keing more involved.

If there is a range of such tha/, (y) becomes negative, there might be a destabilizing mode in the spectrum of
linear perturbations. In this case, there must be a pushed front solution with some veToﬂty* with steepness
A= /\+(UT) > Ao(vT) = %vT. Such a pushed front might even be integrated analytically, if one can find an analytic
solutiony (¢) of

X = Bl smerome = < (B.9)

dy
Flo,v,v—, — =0, B.10
(6005 —wv) (8.10)
equivalent to (C.3)&(¢) can then be integrated as in (C.5). (Again, a closed formjf@¥) cannot be found for
pulled fronts, except possibly for equations at the pushed/pulled transition.)

Appendix C. Analytical solutions for pushed nonlinear diffusion fronts and transition to pulling

We here discuss, how to find analytical solutions for uniformly translating fip(&3s in the equation
92 +vdz¢ + f(¢) = 0. (C.1)

e We rephrase and straighten the method from [65] (see also [108,109]) how to find analytical front solutions.

o We recall that analytical solutions can be found only for pushed fronts (propagating either into a meta- or into an
unstable state, Cases | and Il from Table 4), but not for pulled fronts (Case V).

o We recall that only a strongly heteroclinic orbit, i.e., a front approachirg 0 with A > 1o(v), is a candidate
for a pushed front. This allows us to calculate the criticébr the pushed/pulled transition in the case of the
nonlinearity (1.10).
Write the equation as a flow in phase space as in (2.24)

((3)-(57).
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whereg parametrizes the flow. #f is monotonic irg, v can be parametrized lyyinstead of byt. This substitution
yields foryr (¢)
ad
Vot OV 1) =0 €3)
This is the differential equation for the trajectory in phase space, where now the translational degree of freedom is
removed together with the parametrizatipaf the flow. The resulting differential equation is one order lower than
the original differential equation (C.1). According to (2.16), the initial condition for the integratigrratl is

Y(p=1-8=—-A8+00%), i =3v—(G?- Y2 (C.4)

so the front trajectory is unique and can be integrated. In some cases, the integration can be done analytically, if one
is lucky enough to find an analytical solutign¢) of Eq. (C.3) for a giverf (¢). If we have a solution (¢), then
the functioné (¢) can be integrated as

(&) d¢
= A C5
5 /¢(0) ¥ (9) (5)

The final step consists in finding the inverse functioa: ¢ (&), if this is possible.
Note now that solutiong (¢) can be found analytically only, i approacheg = 0 with a single exponential
¢ o €% since only theny (¢) has the simple analytic form (¢) = —A¢ + 0(¢?) at¢ — 0. Any other form of
the approach te¢ = 0, cf. (2.17), would not be expressible in a simple analytic expressiof foy. In particular,
a genericd* front with ®* « (a& + B)e*¢ in the leading edge does not have a simple analytical expression for
¥ (9) sincey (¢p) = —1*¢ +ag/(aé + B) + 0(¢?), so a pulled front generically cannot be integrated analytically.
Againa # 0 spoils the conventional tools of analysis!
Given an analytical front solution with velocityand decay rat&, one has to check the nature of the front. A
pushed frontis a strongly heteroclinic front, i.e., it has leading edge steepress (v) > Ao(v). (For the notation
of A's, compare Eq. (2.20).) If = Ao(v) = A+(v), we have found a front at the transition point from pushed to
pulled with leading edge behavigroc e+, This is the only pulled front, we can integrate = A_(v) < Ag(v),
we have a particular flat front, that has evolved from an initial condition with the same flatness in the leading edge.
Finding analytical solutions for pushed fronts can even be turned into a machinery, if we do fictrfeklook
for ar, but if we definey (¢) and then calculaté (¢). For

¥ =-1p(1—¢"), (C.6)
we calculate, e.g.,
F@) =1 — P+ A1 +2) — v)¢" Tt =22 + Dp? Tt = ep + ¢" T — L+ @, (C.7)

where we have to identify = (n + 2)A — 1/A, ande = A(v — ). The analytic front solution for (C.6) can be
calculated from (C.5) and inverted to yield

P& =[1+ (@O ™" — 1], (C.8)

This solution is a pushed front, if > Ag(v) = %v, which impliesé < 1/n. For suche, we find pushed fronts
with decay rate. = ((€ + 1)/(n + 1))¥/2, velocityv = (14 é(n + 2))/((n + 1)(1 + €))1/2, and analytical form
(C.8). Fore = 1/n, the solution is a front on the transition point from pushed to pulled fronts with asymptotic
decayp o e "¢ 4 0(¢?). Foré > 1/n, the solution (C.8) is a flat front evolving from flat initial conditions. Fronts
evolving from sufficiently steep initial conditions are then pulled, propagate with veloely,2have decay rate

A* = €2 and no analytic form of the front solution can be found.
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Eqg. (1.1) with nonlinearity (C.7) can also be rescaled to bring the equation to the more familiar form

9,0 = 83(,0 Tegttl o2+l (C.9)

2 n
c—él+9), (1+o= % - G) - (%) . (C.10)

This reproduces precisely the form of the nonlinearity (1.10) with the stable state apgwd% (A+(1+4e)1/2)] Y,

Accordingly, the criticak is nowe; = (n + 1)/n?. Fronts propagate far < €. with the pushed veIocityoJr =
[(n 4+ 2)(1+ 46)¥2 — n]/[2(n + 1)Y/?] and decay rate, (v1) = [1+ (1 +46)Y2]/[2(n + 1)Y/?]. Fore > «c, they
propagate with the pulled velocity = 2¢1/2 and decay rate* = ¢1/2.

Appendix D. Linear stability analysis of moving front solutions

In this appendix, we study the linear perturbationef a uniformly translating frontd, (¢) in the nonlinear
diffusion equation. The problem is defined in Egs. (2.25)—(2.27) and can be transformed to a Schrddinger problem
(2.28)—(2.31) with linear operat6t,. SinceH, is self-adjoint, we can decompose functions that lie in the Hilbert
space ofH,, into the orthonormal set of eigenfunctions}of. Eigenfunctions in this Hilbert space form a complete
set. However, it is obvious that not all linear perturbations Wjth 1 are in this space: only perturbations with

S|im In| €05 < 0o with Ao(v) = Jv (D.1)
—00

can lie in the Hilbert space (which consists of square integrable functions and of solutions proportional to plane
waves &% asté — +00).

D.1. Schrodinger stability analysis

The general properties of the spectrum and eigenfunctiofis,ofithin the Hilbert space can be immediately
obtained from a few well-known results which to physicists are known from quantum mechanics (see, e.g., [86]),
since?#, is the Hamiltonian operator for a (quantum) wave in a potential in one dimension. The potential is
asymptotically lower on the right than on the left, since

V(oo) = 302 — f/(0) < 307 — /(1) = V(~00), (D.2)

according to (2.2). If we write the temporal behavior of an eigenfunctioh,@s) e~°*, one finds that the spectrum
of

HoVe = 0Vy (D.3)

is continuous for > V(c0), and that the eigenfunctions are distributions, i.e., essentially plane wWAVesita
k = +(o — V(00))Y? as¢ — oco. One immediately concludes that a frabt with velocity v < v* = 2(f/(0))/?2
will be unstable against the continuous spectrum of linear perturbations with “eneViesj < o < 0.

For a front®, with velocity v > v* = 2(f/(0))Y?, there still might be a point spectrum of bound and square
integrable states with < 0. Bound states have a finite number of nodes, and there is a one-to-one correspondence
between the number of nodes and the eigenvalue of the bound state “wave funictiaiie eigenfunction with
the lowest eigenvalue is nodeless (if it exists), the eigenfunction corresponding to the next largest bound state
eigenvalue has one node, etc. Therefore, the point spectrum is bounded from below by the ‘@étgg'hodeless
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eigenfunction, if it exists. Now, one eigenfunction is known: the translation njedgearly hass = 0. It can be
generated by an infinitesimal translationdf:

1}0 = er(v)E aé Dy, ,HMZO =0 (D-4)

If &, is monotonico will be nodeless. Ifb,, is non-monotonicyr will have nodes.
From this one might be tempted to immediately draw conclusions on the stability of monotonic or non-monotonic
front solutions. However, this is only possibleif is in the Hilbert space! Comparison with (2.17) shows, that this
is the case, if eithey = v* anda = 0, orifv > v* andA, = 0, i.e., for one of the strongly heteroclinic orbits.
If a front ®, obeys one of these conditions and if it is monotonic, theis the eigenfunction in the Hilbert space
with the lowest “energys = 0. Therefore all other eigenfunctions will have> 0 and will decay in time as&”.
An arbitrary linear perturbation in the Hilbert space can be decomposed into the complete set of eigenfunctions,
and therefore it will decay too (apart of course from the non-decaying translationynpde
If such a frontd, is non-monotonic it will have: extrema, withh > 0 some integer. The translation mode then
hasn nodes, and hence there are thdround eigenfunctiong, with negatives. The front profile is then linearly
unstable with respect to these modes. Since any generic initial condition will have a non-vanishing contribution
from these destabilizing modes, a non-monotabjowill generically not be approached for long times. Sueh,a
is called dynamically unstable.
The analysis of the spectrum and eigenfunctions of the Schrédinger operator in the Hilbert space therefore yields
the following results:
1. Afront &, with velocity v < v* is intrinsically unstable against a continuous band of linear perturbations from
the Hilbert space. Such a front generically will not be approached under the dynamics.
2. A front ®* with velocity v = v* anda = 0 is unstable against perturbations from the Hilbert space, if it is
non-monotonic, and it is stable, if it is monotonic. There is a continuous band of linear perturbatioas>widh
that continuously extends downdo= 0. Accordingly, there is no gap in the excitation spectrum, which already
hints at the non-exponential convergence towards a mono®@hic
3. A strongly heteroclinic orbi®, with v > v* andA, = 0, if it exists, is unstable against perturbations from the
Hilbert space, if it is non-monotonic, and it is stable, if it is monotonic. If strongly heteroclinic orbits exist, by
construction (see Section 2.2) only the one with the largest veIoe&tva is monotonic, and the frord™ with
velocityv = v* < vT is non-monotonic and thus unstable. So onlychr, the spectrum of linear perturbations
is purely positiveo > 0. ForoT there is at best a discrete spectrum of linear perturbations in the Hilbert space

in the range O< o < V(00) = %(uT2 - v*z), and the continuous spectrum beging at V (co). Convergence
of all perturbations in the Hilbert space will thus be exponential in time lik€ gwith o the smallest positive
eigenvalue.
Note the restrictions of this analysis:

1. Up to now, we have no predictions for fronts with veloaity: v*, whose translation modgy (D.4) is outside
the Hilbert space. We will see that the equivalence of stability and monotonicity extends beyond the Hilbert
space analysis.

2. The analysis of general initial conditions might require linear perturbations, that lie outside the Hilbert space,
even ifyg is in the Hilbert space.

D.2. Linear perturbations outside the Hilbert space

The mapping to the Schrédinger problem is a powerful method for perturbatadmsut a frontb,, that lie within
the Hilbert space, because we then can work with a complete set of orthogonal functions. In general, however, this
space of perturbations needs to be completed by functions from outside the Hilbert space.
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To see this, consider for simplicity an initial condition, that is close to sdmevith v > v*, but steeper than
this asymptotic front: lim_ ¢ (x, 0)/®,(x) = 0. Then the steepness in the leading edge of ¢ — @, will be
dominated byd,, and

af + B for v =rv*
g =neros F° L enwe for y =yt or generally for v > v* and A, =0, (D.5)
etWE  for v > v* and A, # 0.

with p(v) = (3v2 - 1)¥/2 > 0 from (2.17). Accordingly, only for a pushed front propagating with velocity T
(or more generally for a strongly heteroclinic orbit with> v* andA, = 0) or for a pulled front with velocity*
anda = 0, the linear perturbation e is in the Hilbert space of{,. The decay of the zero mode, (D.4) is
asymptotically the same as thatwfin (D.5). So a treatment of linear perturbations outside the Hilbert space is
clearly called for.

In general, we want to decompose perturbatiptizat obey

Eﬂrjrgooln(é, N <« 1. (D.6)

Thisis required for the linearization gfaboutd,, in (2.26). We aim at a decompositionigk, ¢) into eigenfunctions
ns (§) €77, We therefore return to the eigenvalue equation for such an eigenmode, which according to (2.26) and
(2.27) is given by

[0 + vde + £/(®y(§)) + 0]ns = 0. (D.7)

Our previous analysis in the Hilbert space already has identified many of these eigenmodes, in fact all those, which
obey (D.1). This criterium om, is too strict att — oo, SO we now need to additionally analyze perturbations

with e 20§ ~ 15 (&) < 1 as& — oo, which lie outside the Hilbert space. On the other handgfes —oo,

Eq. (D.1) is less restrictive than (D.6). This gives us the freedom to imposeply)| < €0kl ase — —oo,

since such a divergence can be compensated for by perturbations from inside the Hilbert space, where we make use
of its completeness. We therefore now impose the boundary conditions

[Nim [no )] < oo, lim e|ns )] < oo, (D-8)

where perturbations that additionally obey' &% |5, (£)| < co asé — oo, are in the Hilbert space 6{,.

First of all, we note that the translation moglg€) = 9: ®,(§) (D.4) now is always included in the larger space
(D.8) of perturbations.

Second, solve (D.7) faf — oo and find in analogy to (2.17) that

Mo (§) = Ao €15 4 BoeME, (D-9)
with
As(o,v) = 2v £ G? - (0 - )2 (D.10)

For brevity of notation, we here allowetd. (o, v) to be complex. In Fig. 15, we plat. versuss, both for the case

of a front propagating into an unstable stgt&0) > 0), and for the case of a front between a stable and a metastable
state (f/(0) < 0), and forf’(0) > 0, we furthermore distinguish between- v* andv = v*. The leading edge
solution (D.9), of course, precisely coincides with the leading edge behavior of the Hilbert space functions, except
that one case was excluded from the Hilbert space: a leading edgawithO ando < V (oc0) = %vz — f/(0) does
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a) f(0)<0 b) £(0)>0, v>v' c) £(0)>0, v=v"

c c c

V94-0(0) f---= 5 A
V2/ 4-f(0) : /\ A )L*

*0) £(0)

v Mﬂ\
A (o,v A (o) A_(ctv) A,(o,V) A_(F,V) A (o,V)

Fig. 15. Steepnesa(o, v) (D.10) versus decay rate of linear perturbationg, ((D.7) and (D.8)) of a given fron®,, with velocity v > v*.
The solid curve denotes real, the dotted curve denotes the real part of complex (v) andA* are the steepnesses®f and of the zero
modeng = 9 $,. They are marked by circles on tiieaxis. The generic steepness of a fréntwith v > v* is A_(v), while in the particular
case ofA, = 0, it is A (v). The continuous spectrum ef is denoted by a fat solid line on the-axis, the interval in which there may be
discrete eigenvalues by the fat dotted line. The continuous spectrum within the Hilbert spadé, oéxists only at%lv2 — f'(0) < o.The
continuous spectrum for f/(0) < o < %Uz — f(0) is on theA _-branch. There might be discrete solutions characterized by 0. They

lie on the A -branch, might exist for alb < %vz — f/(0), and need to be constructed: (a) the frdnt propagates into a metastable state
(f’(0) < 0). Its steepness s, (v). It is stable against all linear perturbations with< A (v). The discrete spectrum of steep perturbations
with A > A, (v) needs to be investigated; (b) the front propagates into an unstablef&i@ex 0) with velocityv > v*. Itis stable against all
linear perturbations with _(v) < A < A4 (v), itis unstable against the continuous spectrum of very flat perturbations witih\O< 1_ (v),
which might be excluded by the initial conditions. The discrete spectrum of steep perturbations with, (v) needs to be investigated; (c)
the front propagates into an unstable stgté®) > 0) with velocityv = v*. The discussion is as for (b) after identifying (v*) = A*.

not obey the boundary condition (D.1). It does obey the boundary condition (Do6}; if- f/(0). Let us therefore
now focus on the additional perturbations with

—f'(0) <o < V(c0) = 307 — f/(0). (D.11)

If A, # 0, such perturbations are outside the Hilbert space, but they do obey (D.8).

Are there such perturbations for a given and how many? For answering this question we need to analyze
no globally, in close analogy to the global analysis of thg as a function ofv in Section 2.2. Solving (D.7) at
& — —oo yields two exponents

Aso,v) = 2v £ Gv? — £/ (D) - )2 = 20() £ (V(—00) — )2, (D.12)

inanalogy with (2.15) and (2.16). Sing&—o0) > V (c0) (D.3), foro < V(c0) we certainly havé/ (—oo)—o > 0.
The coefficient of e4+©@v)¢ therefore needs to vanish fgs to obey (D.8). Behind the front faf — —o0, we
therefore find that

No (£) = +e A -E~80) 4 oe=2A-8) (D.13)

for ann, obeying (D.8) and (D.11). Eq. (D.13) determingsuniquely because the arbitrary constant coefficient
+e”-% can be scaled out of a linear equation like (D.7). Such a linear equation can always be integrated towards
& — oo, where it uniquely determines the coefficiedts and B, in (D.9). Accordingly,A, and B, generically

are non-vanishing, in complete analogy to the argumentfoand B, in (2.17) to be generically non-vanishing in

d,.

What do we gain with these extra solutions? The eigenfunctions in the Hilbert space had a continuous spectrum
foro > V(o) = 711(112 - v*z) > 0 and at best a discrete spectrum definedipy= 0 for o < V(oc0). Adding the
solutions, that obey (D.8), we extend the continuous spectrum dowrrte- f'(0) = V (0c0) — %vz < 0 and find
at best a discrete spectrum defineddy = 0 foro < — f/(0). These discrete solutions for < — 7(0) all lie in
the Hilbert space.
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Let us now look at the steepness in the leading edge of the solutions outside the Hilbert space. They have a
from the interval (D.11), and, = 0. For these we observe (cf. Fig. 15) that

A_(o,v) > A_(v) for o >0 (decaying,
A_(o,v) <A_(v) for o <O (destabilizing, (D.14)
A_(O,v)=Ar_(v) for o =0 (margina),

with A_(v) from (2.16). This means, that these linear eigenmagesf @, will decay @ > 0), if they are steeper
than e*- (% and that they will destabilize a frodt,, if they are flatter. Note that the spectrum of decaying modes
is continuous down to zero, as| O asA_ | A_.

It is tempting to conclude here immediately, that a frdnt(&) with velocity v > v* will be stable against all
perturbations, which are steeper in the leading edge thari€é . However, the possible existence of the discrete set
of solutions withA, = 0 ando < 0 requires special attention, since these perturbations are steeper thih g
but destabilizingg¢ < 0). Now, if @, is strongly heteroclinic4, = 0), we already found in Section D.1, that such
destabilizing perturbations exist, if and onlyd, is non-monotonic. We now need to show that this argument also
holds for fronts®, with v > v* andA, # 0 or for fronts®* with velocity v* anda # 0. The following five
steps (i)—(v) prove this: (i) Impose (D.13)&at> —oo. This defines a unique solution of Eq. (D.7) fgr for every
o < V(—o0). In fact, we only need to analyze < V (c0), since we know the spectrum for larger (ii) Integrate
(D.7) forward towardg — oo for a very large negative. The variation off’(®,(§)) in space then can be almost
neglected. Therefore at— oo, we will find (D.9) with|A, /B, | > 1. For our further construction it is crucial to
observe that such a perturbation for sufficiently large negativéll be nodeless. It does not matter, on the other
hand, that this solution typically will not obey our bound (D.8), since we only use it as a means for constructing the
solutions withA, = 0, which will not only obey (D.8), but even lie inside the Hilbert space. (iii) Upon increasing
o continuously, at discrete values f < V (00), n, will gain an extra node. Since the generation of every new
node is associated with a change of sign of the perturbatign-at oo, if the sign att — —oo is kept fixed, the
appearance of an additional mode can only occursgtwhere the sign ofi, changes. (iv) We know the number
of nodes of the zero modg. It is identical to the number of extrema d&f,. We therefore know the number of
particular perturbations with, = 0 ando < 0. (v) From this it follows that if®, is monotonic, there are no
particular perturbations with, = 0 ando < 0. If ®,, is nhon-monotonic, there are such perturbations.

In Section 2.2, we have counted the multiplicity of front solutidnsas a function of. Here we have counted the
multiplicity of perturbations), of a front®, as a function o&. This counting was based on the proper asymptotics
of the solutions a¢ — +o00, which is of the same structure for both, andrn,, so the counting argument follows
exactly the same lines in both cases.

The conclusions from this appendix are summarized in Section 2.3.

Appendix E. Stability analysis, selection and rate of convergence

Inthis appendix, we analyze the implications of the results of the stability analysis of Appendix D for understanding
the selection of fronts and for the rate of convergence towards the asymptotic front solution. For pushed fronts, the
stability analysis implies that the relaxation towards the pushed front solution is exponentially fast, while for pulled
fronts the spectrum is gapless, and the convergence cannot be obtained from the stability spectrum.

E.1l. Pushed regimai = T

We first consider equations with the nonlinearjtg) such that the slowest stable front is a strongly heteroclinic
orbit in phase space Witth = 01in (2.17). We have denoted this asymptotic front with and its velocity with
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ol its steepness Ds+(vT) = Ao(vT) + y,(vT), cf. (2.23). There is a continuous family of stable front solutidRs
with velocity v > T which are all flatter thah,(vT) = Ao(vT) - ,u(vT). Their steepness = L(UT) is related
to their velocityv through

V(L) = A+ % (E.1)

as can be obtained by inverting (2.18).

Casel. Consider an initial condition with steepnesg: > Ao(vT). We let¢ evolve sometime, and then linearize
it aboutd ™. According to (2.37), the perturbatiorwill have steepness, > AO(UT). It then is in the Hilbert space
analyzed in Section D.1. We can decompose the perturbation into the known eigenperturbations. The spectrum of
decay rates has no negative eigenvalues, one eigenvalue zero and then a gap above zero. A contribution from the
zero mode can be made vanishing by adjusting the position of the subtracted asymptotig, froptmaking use
of the translational freedom d#,. The perturbation then can be decomposed into Hilbert space fungtjomih
o all positive and bounded away from zero. Thus, for large times the perturbation will decay exponentially. This
means that an initial condition withjniy > xo(vT) will converge tod T exponentially in time, generically with
e %1 whereo is the smallest positive eigenvalue.

Casell. If the initial steepness i$_(vT) < Ainit < ko(vT), the perturbation o aboutd T will not be in the
Hilbert space. However, we do know from the results illustrated in Fig. 15 that there is an eigemmnofithe
linear stability operator oo T with the proper steepness.it = A,, that will decay exponentially in time (see
Section D.2). The remaining linear perturbatipp- n, might lie in the Hilbert space, in which case we are back
to Case I. If it does not, we have to identify the subleadings corresponding eigenmodg, etc. The iteration
of this construction leads us to conclude that the perturbation indeed will decay exponentially in time. (Examples
of exponential convergence towards pushed fronts which is dominated by such modes can be found in Fig. 19 of
[65].) Another way of putting the argument is that only perturbations with L(vT) can grow in time, but these
cannot be involved in the decomposition of a perturbation wjth- L(vT). A more elegant way of analyzing this
case and the following ones is discussed in Section 2.5.

Caselll. If the initial steepness iginit < L(vT), and we linearize aboutCDT, there is a perturbation, with
steepness, = Ainit that is growing in time¢ < 0). So such an initial condition cannot approamﬁ or any
other asymptotic fron®, with steepnesiasympt> Ainit- If we linearize¢ about the asymptotic fror, with the
same steepnessit = Lasymps the remaining perturbation will be steeper, so contributions from the zero mode are
excluded by construction, and the perturbation can be decomposed into eigenperturbabtipnsiuth all decay
in time.

In summary: all initial conditions withn;; > /\_(vT) converge exponentially in time to the “selected” front with
velocity vge| = v and steepnessse = A+(vT). Initial conditions with\init < A_(vT) will converge to a quicker
asymptotic front with steepnesgsympt= Ainit and velocityv(init) given by (E.1).

In Section 2.1, we have termed an initial condition sufficiently stégp & Asteep, if itapproached the “selected”
front for large times. We have denoted the steepness of the selected frontwith the pushed regime, one can
thus identify these parameters with

rsteep=A-0) = LT — ol pol = de -4
Asel = )\—&-(UT) = %UT + IJ«(UT)a Usel = UT~ (E.2)
E.2. Fronts into metastable states

The only difference between a pushed front propagating into an unstable state, i.e., with a nonlfheadky
that f/(0) > 0 andvc = ol > v*, and a front propagating into a metastable state, i.e., Wit@) < 0, is the sign
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of A_(v): for a front into a metastable state, we have
p) = GO? =402 > v for (0 <0, (E-3)

soi_(v) < 0andxr;(v) > Oforallv > O (the sign ofig(v) is the same as the sign©f. Suppose, that the selected
front still travels with positive speegke = ol (otherwise reverse). Because nowi_(v) < 0,

Asteep= 0, (E.4)

so all initial conditions are sufficiently steep and convergéfo The continuous spectrum of asymptotic solutions
@, with Aasympt < AsteepC€aseS to exist, and the asymptotic frért therefore now is unique.

For the convergence of an initial conditi@ntowardsdfr we still need to distinguish whethes,;; is larger
or smaller thamo(vT) = %UT. If Ainit > xo(vT), the perturbation aboupT lies in the Hilbert space, while for

Ainit < AO(UT), it does not. This corresponds to the Cases | and lbdoee ot above, which apply literally. In both
cases the initial conditions converge@g exponentially in time. Case Ill does not occur for fronts into metastable
states.

E.3. Pulled regimev; = v*

At the transition from fronts propagating into metastable towards fronts into unstable gtéa@@shanges sign,
and so doeé_ (v). At this point a continuum of possible attractabs of the dynamics comes into existence, but
the convergence behavior of sufficiently steep initial conditions is completely unchanged. In other words: Cases |
and Il are completely unchanged and only Case Il needs to be considered additionally for initial conditions with
Ainit < Asteep

A qualitative change in the convergence behavior of sufficiently steep initial conditigns- AsteepOnly takes
place at the transition from the pushed to the pulled regime. This happeficf@nging such that' approaches
v*. Then

Asteep= A0(V*) = Asel (E.5)

This transition leaves the multiplicity of possible attractors unchanged, but the resulting changes in the spectrum
have deep consequences for the convergence behavior of sufficiently steep initial conditions.

We now need to distinguish but two cases for the initial condition, namelyA* andi < A*, where we use the
short-hand notation* = ig(v*) = A+ (v*) = Fv*.

For flat initial conditions\jnit < A*, the arguments from Case Ill above apply literally. Such an initial condition
will approach a frontb, with velocity v(Ainit) > v* given by (E.1) and with steepnebgsympt= Ainit- Sufficiently
steep initial conditions, however, exhibit a new behavior.

CaselV. Consider a sufficiently steep initial condition with> A*. As before we linearize the profilg(x, #)
about the selected frord* after a sufficient evolution time. The corresponding perturbatica ¢ — ®* then
decays liked* (2.21), because the steepnessp@f, r) remains larger than that ab* at any finite timer (cf.
Eq. (2.37)). As a result; is just outside the Hilbert space in the generic case of 0 (2.17), just like the zero
mode (D.4). The Hilbert space has a continuous spectrum for all decayorate®, and there are no growing
perturbations withe < 0. The perturbatiom can be written as a multiple of the zero maggeplus a remainder
inside the Hilbert space. From this we might be tempted to argue that the perturbation will decay, and that we
only cannot tell how quickly — probably non-exponential, because the spectrum is gapless. However, in contrast
to Cases I-lll, there is no way to get rid of the zero mode, because no matter at which ps@implaces the
subtractedb* (& — &), ©* will always dominate the largebehavior, and therefore the coefficient of the zero mode
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in the decomposition of the perturbation will always be non-vanishing. A convergence argument based on simply
neglecting the contribution from the zero mode is bound to be wrong: in the very same way we could argue that
a steep initial condition converges @, with just anyv > v*. Strictly speaking, the linear stability analysis does
not even allow us to conclude that sufficiently steep initial conditions apprdacit all. We only can reason that
there is no steeper attractor th&i, and that one therefore expects that the pulled front soldtitis selected from
steep initial conditions. The different analytical tools that are developed in Section 2.5 to analyze the convergence
behavior confirm this.

The results of this appendix are summarized in Table 4 (in Section 2).

Appendix F. General integration ofg,f?z(z)

We here show how to find special solutiqf%(z) of inhomogeneous equations like (3.44) or (3.45) in general.
The general form of such an equation is

Tulz, d]g(2) = in(2), (F.1)
with i, (z) the inhomogeneity and, [z, d.] the operator

A & 1 d 1
Tole d] =25+ (3-2) & (F.2)

We search for a particular solutigiiz) of Eqg. (F.1). A particular solution of the homogeneous equaiipia) = 0)
can be expressed by Hermite polynomials:

fn[z, d;1h,(z) =0, ho(z) =1, hi(z) = /22, ho(z) =1—2z, etc (F.3)
The ansatz (z) = h, (z)u,(z) reduces (F.1) to an equation fému, (z) of first order:
R d dinh,z) 1- 2z> du, (z) d, (M, (2)d;u,(2))
I,g=12 — =z , F.4
g =1zh () < et ¢ t = & h(z) M) (F.4)
where in the last line we introduced the integrating factor
Mu(2) = hy(2)v/ze ™. (F.5)

Identify now 7, g, = i,, integrate twice, and substituld, by the full expression. A special solution of (F.1) then
reads

Jy 4y inWha(y) €77/ /3
h2(x)/x e* '

where the integration constantsand b are free. If we in particular choode = oo, the integrated exponential

exp{x — y} cannot exceed unity, ang"(z) can at most diverge algebraically, if the integrated inhomogengity

is algebraic.
Integrating Eqg. (3.55) fogo(z) as in (F.6) withb = oo, we find for the algebraic divergence gf(z) for largez:

(F.6)

g(2) = hn(Z)/ dx

g0(z) ~3azlnz as z — oo, (F.7)

while the solution of the homogeneous equation diverges oty @3 ~ z. For determining the smadlexpansion

of (F.6), it must be noted that the factor(x) 2 is singular at the zeroes bf, (x). Hence, (F.6) needs to be evaluated
separately in each interval between the zerods, 6f). This can be done by a proper choicezoft can be shown
that the results in each interval join smoothly.
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Appendix G. Algebraic convergence at the pushed/pulled transition

In Section 3, we have analyzed equations that are within the pulled regime. We here analyze equations that are atthe
pushed/pulled transition. Leading edges of fronts within the pulled regime have théform(«wé +8)e™¢ oc £e75

(€ > 1), cf. (2.17). Leading edges of fronts within the pushed regime are giveh by e‘*+(”T)5, cf. (2.23).
Leading edges of fronts at the pushed/pulled transition accordingly behave as

d*=pet for £x>1 A (H)=r"=1 (G.1)

For our example nonlinearity (1.10), fronts are within the pulled regime for(n + 1) /n? and at the pushed/pulled
transition fore = (n + 1)/n?. The analysis below can again be extended to more general equations along the lines
of Section 5. We will come back to this at the end of this appendix.

At the pushed/pulled transition, the spectrum of linear perturbations is still gapless, and convergence therefore
is algebraic. On the other hand, the form of the leading edge played a crucial role in determining the velocity
correctionsX. Compare our qualitative discussion in Section 3.1.1. The leading edge behavior (G.1) immediately
lets us expect, that now(r) = 2—1/(2t) + - - -, in contrast to (3.5) and (3.66) for fronts within the pulled regime,
and in agreement with (2.46) for the spreading of perturbations under the linearized equation. Intuitively, we can
argue that the slower convergence of fronts within the pulled regime is due to the leading edge having to pull the
interior part of the front along. This also makes the leading edge flatter. The quicker convergence of fronts at the
pushed/pulled transition and in the linearized equation then resembles the fact that the leading edge and the interior
part of the front “impose the same speed”.

Let us now do the explicit convergence analysis for fronts developing from initial conditions steeperthan e
for x > 1 and approaching (G.1) for large times. The analysis of the interior is identical with Section 3.2, where
constants, > are yet undetermined. When expanding the interior shape towards the leading edge as in Section 3.3,
the inhomogeneities created &y (G.1) are different, because new= 0. The differential equations for thg,
result from (3.34) withw = 0, y = g8 and start with

Zy1=c1B.  Fvzp=capB.  FY2=[-1+c1(1— )]Y1+cf +0(e ), etc (G.2)

Integrating and resumming, we now find fors> 1

_ c1fEZ c18kx 1 c3/2BE2 Ex c1(c1 — DBES
c1(c18 — 8 — c1B)Ey £2\  c3a(2c1 — 3)BEY £
+ 32 X+O<t—§>+ 4”5/22 ¥i+0 ;5% o (G.3)

Heres is an unknown integration constant fixed by condition (3.9). We will see below, that it is not involved in
fixing the velocity, just as also the subleadjfdpr the leading edge (3.32) within the pulled regime is not involved
in fixing the velocity, cf. the calculation till (3.65).

Again for&y > /7, we have to reorder the expansion in powers/af= (&2 /(41))Y/? and /1, and find

c1(dz)  c1(c1 — 1)(4z)?
2! + 41

V=5 (1 + + O(z3)>

1 2, €32B(4) | ci(c1d — 8 —c1B)(4)¥? | cap(2c1 — 3B (4) 1
+ﬁ<015(4z) LI TR 3 + 2 +01 7 )

(G.4)
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The structure of the expansion is the same as in (3.42), except that now the leading order term is8f order

81/2(2)
Vit
The equations of motion for the leading and subleading term are derived from (3.43)—(3.45) through putting

g-1/2 = 0. Forgo, we find now the homogenous equation

G(z,1) = €Y = go(z) + 4. (G.5)

[202 + (3 — 2)3; — 5 — c1lgo = 0. (G.6)
Just like (3.43) was solved by (3.52), we now solve (G.6) with

ca=-3 gk =5 (G.7)
The equation fogy,2 is now, cf. (3.45) and (G.7),

[202 + (3 — 2)0: + 318172 = Blesjz — 3/2)- (G.8)

Again a special solution of the inhomogeneous equation can be found, and the general solution contains the constants
of integrationky 2 andly2:

\/E = (Dp-17" 11
812 =B | 2c32 — 72 3 +k12M (=3, 5,2 +1l1/2v/z (G.9)
n=1 \2/)nll:

7K1

="2Bc3/2 + k12 + 11/24/7 + O(z) (G.10)
— — k

A LT3 (G.11)

4z 2z

Comparing (G.10) to the ordey ¥/t in (G.4) and imposing proper convergence of (G.11)fes oo, we find

2Bc3/2 + k12 =0, lip =46, BT+ 2k1/2 = 0. (G.12)
With these constants, the velocity correctiap is
32 = 37, (G.13)
and forgy /> we find
ﬂﬁ 1 1 z\1/2 — Dp—12"
=—|1-M(-35,35,29—(= — 8z G.14
g1/2 2 ( 2° sz) (7_[> ; (%)nnl \/E ( )

In summary, we find for the convergence to a front at the pushed/pulled transition, whose leading edge accordingly
takes the form (G.1), that the velocity correction is given by

. 1 1 /m\1/2 1

X=—o (1—5(7) )+o<t—2). (G.15)
In the interior, i.e., foEy < /1, the front is given by (3.31) just like a front within the pulled regime. In the leading
edge, wheréy > /1, the front is given by

2
P (Ex, 1) = explEx — £2/(40)}G (i—’; t) , (G.16)
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where

_ 81/2(2) 1
Gz, t) =B+ 7 +o<t>. (G.17)

The extension along the lines of Section 5 to more general equations is straightforward. The general expression
for X(¢) is

. 1 1 ,m7\1/2 1
X=-oe (1— = (ﬁ) ) +0 (ﬁ) : (G.18)

but the subleading functiogn,2(z) will depend on the additional terms in the expansion, just like the subleading
go(z) in Section 5.3.

Appendix H. Multiplicity of fronts and linear eigenmodes for reflection symmetric equations of first order
in time

The generical multiplicity of uniformly translating fronds, can be determined by counting arguments analogous
to those performed in Section 2.2. Uniformly translating solutidpé) of (5.1) can be understood as a heteroclinic
orbit in N-dimensional phase space between fixed points characterizéd by 1 at¢ — —oo and®, = 0 at
& — oo. For alinear perturbatioh = 1 — @, about the fixed poinp = 1 from (5.2), we get the equation

Ly(—0)8 +0(8%) =0, (H.1)

which is a linear ODE with constant coefficients with the linear operétoeing defined in (5.3). The same is true
for a linear perturbatio®, = 0+ § of the fixed pointp = 0, which solves

L,(00)8 + 0(8%) = 0. (H.2)

In linear order of, each of these equations hsissolutions €*% n =1,...  N.

Let us restrict the analysis to real equations which are isotropic in space, i.e., where (5.41) is invariant under
x — —x. Such equations are evendp, SON needs to be even. According to arguments presented in Appendix A
of [65], (H.1) and (H.2) forv > 0 will have%N + 1 eigenvalues,, with positive real part anéN — 1 ones with
a negative real part, if the state, about which we linearize, is linearly unstable against a range of Fourier modes. If
it is stable, we will hav%N eigenvalues with positive real part aéd] ones with a negative real part. We assume
¢ = 1to be stable, so &t - —oo there ar@%N directions in phase space with negative real pait, dfiat need to
be excluded. I$h = 0 is unstable, we have on%/N — 1 bad eigendirections §t— oco. We then generically have
a front connecting these fixed points for arbitrary values.df, however, the stat¢ = 0 is metastable, there are
%N bad eigendirections §t— oo. Then alsa needs to be tuned to find a solution. So for fronts propagating into
unstable states, we generically have a front solufigfor a continuum of velocities, while for fronts into metastable
states, there are solutiods, only for discrete values af, in generalization of the arguments from Section 2.2.

The multiplicity of linear perturbations is determined along the same lines. We again decompose the linear
perturbationg) (5.30) inton (&, 1) = n,(§) €' by separation of variables. Thg then solve the ODE

[£.() +0]ns (§) =0. (H.3)

For counting the generic multiplicity of solutions, we need to linearize the equations &beut+oco, which
amounts to a problem equivalent to (H.1) and (H.2), except for a shift of the constant contribuflp( pby o .
For fronts propagating into unstable states, we in general expect a continuous speofrlinear perturbations at
least in some finite interval ef, in generalization of Section 2.3.
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Appendix |. Strongly heteroclinic orbits and change of stability atot

According to the counting argument from Appendix H, the frdrit(¢) propagating uniformly with velocity
v* does exist. The question is now, whether it is stable and whether it will be approached by steep initial con-
ditions. In particular, we want to analyze initial conditiopgx, 0), that are steeper tharme* in the leading
edge.

This amounts to the question, whether in the spectral decomposititih.3) of a generig (x, 0) — ®*(x), there
are destablizing modes with < 0. As in Section 2.3, the contributing modes in general will all decay at least as
quick as®* in the leading edge. The leading edge properties ofithimm general will depend smoothly an, just
as in (D.14), so genericallg* will still be stable against all perturbations, that in the leading edge decay quicker
than®*.

An exemption is again the generalizationdf = 0 from (D.9). For an equation of ordaf with ¢ = 0 unstable,
there are%N + 1 exponentd\,, (o, v) > 0. The leading edge will be a superposition of all the exponentials

1
§N+l

e = Y APe ™ as £ 1 (1.2)

The conditionAf,l) = 0, whereA is the smallest one of the positive,, fixes a discrete set (which can be either
empty or not empty) of negative’s whose eigenfunctions, have a steepness in the leading edge largerdiian
The stability of the pulled fron®* thus again depends on the “strongly heteroclinic” perturbations.

If there are strongly heteroclinic perturbations, that destabilize the pulled front propagating with vetottign
there will be a steeper and quicker frcmf, which can be constructed as a strongly heteroclinic orbit of (5.41). The
zero mode o then again is a strongly heteroclinic perturbation, and as discussed in Appendix D on the stability
of front solutions, we can conclude that the quickest of all strongly heteroclinic orbits cannot be destabilized, so it
will attract all sufficiently steep initial conditions.

We conclude, that TabKgeneralizes to higher order equations, which form uniformly translating fronts, if we
only appropriately adjust the explicit definitions of the velocitiend steepnessés

Appendix J. Relation between the generalized diffusion constant®, and the dispersion relation

If we use the expansion (5.6) for the dispersion relatigh), we get

N N
D= e)\*g (Zamag—n — U*aé) e_)h*g = Zam(as - )“*)m - U*(arf - )“*)

m=0 m=0
N m
:;Z n)'( WYL — ¥ (3 — 1¥)
al 1
:r; (a( oy 2 m(—x*)’") Eag — (3 — A¥). (J.1)

This immediately yields the expansion (5.27) with the identification (5.28).
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Appendix K. Edge analysis of uniformly translating pulled fronts with M =1

We analyze the leading edge representation (5.37) for a uniformly translating front whose equation of motion
(5.41) is of arbitrary ordeN in space and of first order in timeg = 1:

N
v = (a(2 + Zd,,ag> Y+ Y0, — Dy (K.1)
n=3

We generalize the leading edge analysis from Sections 3.3 and 3.4.
With the notions and ansatz

N
C
_ a2 n/2
D=0+ dd, V= Z,n/z’ (K.2)

Yy o) =aty + B+ 1/[11//§+ I”1+%+ (K3)

the expansion of the interior in the regiongf > 1 at the crossover towards the leading edge reads
Dyr1/2 =0, Dy1=Ci(a ¢y +y), yv=B—a, Dyrzj2 = Capa(aly +y), ..., (K.4)

in generalization of (3.34). These equations can be integrated explicitly. The result can be written in leading edge
variablesc = ¢y 2/(47) as

3/2 —
¥ = Jra <(4z)1/2 F 2D ) e (’3 y A CTONE L ) o <i> - K9
3! 2! VT

This generalizes the results of Section 3.3 and supplies us with thezsexalinsion of the leading edge function

2
V(s 1) =€°G(z, 1), z= %. (K.6)

G solves (compare Eq. (3.41))
[202+ (3 — 28, — 3 — 78, — C1]G

_1 oG — dsf

where we wrote all operators of orde? on the LHS of the equation and the operators of ordéf? on the RHS.
With the ansatz

[3(6, — D? +2(3. — DG +o<1> (K.7)

81/2(2)
JT

as in (3.42), we find thai_1,2(z) solves again (3.43), so we copy from Section 3.4, that

G(z,7) = V/18-1/2(2) + g0(2) + + - (K.8)

C1=-3, g-1/2(2) = 2a/z. (K.9)
For go(z) we then find instead of (3.55):

[202+ (3 — 208, + 1]go = 20[3 (1 + d3) + c3/2v/7 — 32 + d3(z® — 32)]. (K.10)
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A special solution of the inhomogeneous equation is now instead of (3.58):
80 (@) = 2a(3(1+ d3) + 2c3/2v/7 — S Fa(2) — daz?), (K.11)
with F»(z) from (3.56). The general solution is
202) = g5°() +ko(l—22) +1lov/ZM (-3, 3, 2)
S Bl + da) + ko) + (Baczz2 + o)z + O(2)
R —Gaym + L, (K.12)

Note, thatds # 0 does not cause any divergences at oo. It only shifts the constant contribution at> 0.
Suppressing the divergencezat> oo in (K.12), and comparing its smallexpansion to (K.5) yields again

Cz2 = 34/, (K.13)
0(2) = B(1 — 22) + 3a(1 + da)z — 2adaz® — 3aFa(z) + 6ay/mz(l— M(-1, 3, 2)).

Appendix L. Leading edge projections for coupled equations: an example

As a simple illustration of the various questions related to the projection discussed in Section 5.5.3, we consider
two coupled F-KPP equations,

dpr = 321+ d1— 3, 82 = Dd’pr+ ¢2 — ¢35 + K 1. (L.1)

The dynamics of this set of equations for fronts propagating into thegtateg, = 0 with steep initial conditions,

is of course immediately obvious: wheéh = 0, the two equations are uncoupled, and fronts in the first equation
propagate with speed = 2, while those in the second equation propagate with sp?edZDl/z. The dynamics

of ¢1 is always independent of that ¢f, even forK # 0, so forK > 0 andD < 1, the dynamics of the coupled
equations amounts to a normal F-KBPfront, with relaxation given by our usual expressions. This front entrains
a front with speed = vi = 2 in ¢2. For D > 1, the¢1 and¢, fronts keep on propagating with different speeds.
We consider the cask < 1 and make a leading edge transformatjan= €% 1, ¢ = €75 ¥, (Wherer* = 1)

to the frame moving with velocity = x — vjz. The linearized equations then become

Y1 =02Y1. 2= Dofyra+2(D — D2 + (D — D2 + K. (L.2)
The matrixé* (g, Q) of the linearized equations is in this case
X (12— q° 0

whereJ (¢) = (D — 1)(1+ 2ig — ¢?). Since the elemersif, (¢, ) = 0, the eigenvalues; andu3 are simply the
diagonal element o§*(q, 2), uj(q, 2) = iQ2 — q°? andu3(q, Q) =iQ — g% + J(q). However, the eigenvectors
arenotboth along the/1 andy, axis. Indeed, we have in the notation of Section 5.5

Ui(g) = ( vit= @0, (L.4)

1
-K/J@) )’

O *
U; = (1) ; QZT(Q) = (K/J(¢). D), (L.5)
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The appropriate saddle pointés= ¢ = 0, and since/ (0) = (D — 1), we have

e 1
U0 = (_K/(D_1)>. (L.6)

The fact that the second component is non-zero just expresses the fact that the varisblgrained by the leading
edge iny1. We can now illustrate our assertion that different choices of projection lead to different dynamical
equations for the projected leading edge variajfe but that the universal results from Table 2 are independent
of the particular choice of projection. Clearly, one obvious intuitively appealing choice is ta/fake v, since

the yr1 dynamics is independent of that¢. In this case, the dynamical equation f? is nothing but the single
F-KPP equation, and all the results for this equation carry over in detail. Likewise, the ghbieer1 (g, ©2) (5.86)

leads to the linearized F-KPP equation fof sinceu} (g, 2(¢)) = 0 gives the dispersion relation of the F-KPP
equation. However, this choice is more formal than practical, since the direction in the vectogpage) is

not fixed, but depends on the varialglevhich influences the dynamics. A more practical choice for the coupled

variables would be to tak¢P as the component alorid; (0), as this corresponds to a fixed ratioysf and .

Sinceg’{r -Ui=K/J(g)—K/J(O) =—-2Kiqg/(D - 1)+ O(4?), the projected equation in this case picks up a

third order derivative terngagxpp, among other ones.

Thus, we observe in this particular example, that indeed the universal results fron?Tabieelocity and shape
relaxation are independent of the choice of projection, while the subleading contrilygtionin the leading edge
is universal in the sense, that it is independent of the precise initial conditions, but it does depend on the direction
of projection

Appendix M. Pinch point versus saddle point analysis

In this appendix, we briefly discuss the major differences and similarities between the saddle point and the pinch
point approach for evaluating the integral

= _Oogexp{ikg —i(w— vk)t}m (M.1)

v+ dey [0 dk M (k, o)
7, = /
[
from Eq. (5.79) on a given branei. Herey > 0 needs to be large enough, that the integrand is analytic along and
above the path ab integration in the complex plane. We introduced the abbreviatigﬂm (k,w) =U,,(k, w) x

f]T(k, ). In the moving framet, it is obviously convenient to transform to the varialfle= » — vk, and to

—m

introduce

up (k, Q) = wpk, Q4+ vk) = up(k, ), QL=ow—vk (M.2)
The characteristic equation

um (k, wm (k) =0 < u,, (k, 2, (k) =0 (M.3)

defines the dispersion relatiag, (k) or Q,, (k). The integrals are now of the form

m —

| Zexplikt —iuty= (M.4)

iy+oo g £ dk M (k, 2 + vk)
/i],_oo 21 J_oo 21 ub, (k, )
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The “saddle point” type approach, that we follow in Sections 5.3,5.4 and 5.5 of this paper, is based on first evaluating
the Q integral by closing th& contour in the lower half plane far> 0 around the simple pole (2 — @,,(k)).
The integral then yields

. Pk o M (k, (k) + vK) -
’"_/ 2 PG — 182 (1} idqu?. (k, Qu(k)) (M.5)

—00

wherey needs to be larger than maxa(Im €2,,,(k)). From here on, the saddle point analysis proceeds essentially
as in Section 5.4: the-contour is deformed continuously such that it passes through a saddle p@intor that
allows for a steepest descent evaluation ofittietegral. A saddle point is a double rootérof u}, (k, 2), so that

Msl(k, Q)lsp =0 = a)sp = W,y (ksp) =4 Qsp = Wy (ksp) - Uksp, (M6)

_ Okum (k, w)|sp

ub (k, Dlsp=0 < (d d k, =0 < . M.7
el )sp (O + v3u)um(k, w)|sp oyt (k. w)|sp ( )
By expanding about such a saddle point, we get for latgdeading order
M (k, o) _ _ , )
Iy = ———| explikspt — |Qspz}/exp{|q$ — Dgpg“t} + -+, (M.8)
10 um (k, ) s g
with the diffusion constant
—i (3 + an)zum|sp —iakzu;msp
- - . (M.9)
23w“m|sp 28culfi,';1|sp

The remaining integral over real = k — ksp is a simple Gaussian integral of the form discussed previously in
Section 5.3.1. As before, we are in the comoving frame, if
Im @y, (ksp)
ImQgp=0 = —. M.10
sp < v Im kep ( )
Differentiating the dispersion relatiank, w,, (k)) = 0 with respect tca: ogu(k, w,, (k)) = 0, and comparing to
(M.7), we can immediately identify

0 k
p= 2om®) (M.11)
ok lsp
Fromd2u(k, w, (k)) = 0 and (M.9), we get
a2
20k |,

Choosing in (5.79) the braneh with the largest velocitysp = v*, Eq. (5.81) immediately results.

If the denominator of an integral like (M.4) contains a product of characteristic fun@ﬁﬁzslu;’l(k, Q), then
each factow}, (k, €2) will contribute with its pole and yield an integral as in (M.5), so that the total integral amounts
to a sum ofM integrals of the form (M.5). Again the dominating contribution §édixed and: >> 1 will be the one
with the largest velocitys, through which the contour d@f-integration can be deformed.

The pinch point analysis [56] is based on evaluating (M.1) by a different order of the integrations, i.e., by first
closing thek-contour to gek = k() and then evaluating the remainifgintegral. (Fo > 0, thek-contour must
be closed in the upper half plane.) As discussed most clearly by Bers [56], this is done as fpllow.4) has
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to be large enough to lie above the maxima of the dispersion rel&jait) for realk. When varies along the
integration path, the poles in theplane move. Now whenp is lowered sufficiently, that it approaches the maximum
of the line,, (k) traced out by the redl values, a pole in thé-plane will approach the re&taxis. When that
happens, thé-contour can be continuously deformed to avoid this pole. This in turn allows one to lower the value
of y. This process can continue until two poles in thplane approach the-contour from opposite sides, and
“pinch off” the k-contour at a particular value 6f*. Clearly, that point corresponds to a double root, since for that
given value ofQ2 the twok roots coincide. When thie-contour is closed, this point generates a branch-cut in the
Q plane, since nea®* we havek — k* = +(( — ©*)/D)¥2. When the2 contour is subsequently closed in the
lower halfQ2 plane, these branch points then generate the usual leading asymptotic behavior ((5.14) and (5.15)).
In both approaches, there are conditions for a saddle or pinch point to be dynamically relevant; these arise from the
global properties of the dispersion relatioik). In the saddle point approach, only saddle points that will dominate
the k-integral along the deformed contour of integration, are relevant for the dynamics. Pictorially, a saddle point
that obeys these conditions is located between “valleys” ab (k) in the direction of reat that are not completely
separated by “ridges” from the reklaxis. In this formulation, the condition R2 > 0 naturally comes out. If
there is more than one such saddle point, the one with the highest valbcigtermines the asymptotic spreading
velocity. In the pinch point formulation, the condition usually mentioned is that the poles kaglame “pinch off”
thek-contour, while the condition RB > 0 is usually not mentioned, but it is actually hidden in the formulation as
well: it just expresses that the pinch point is associated with a point of the dispersion relation, where the growth rate
is maximal. In fact, the examples discussed in [[56], pp. 466—467] for solutions of the saddle point equations which
are no pinch points, are just cases wherdRe 0, i.e., solutions which are excluded by a saddle point formulation
as well. In the pinch point formulation, the improper solutions of the saddle point equations correspond to solutions
where two poles in th&-plane do not “pinch off’ the deformeld-contour, but instead just merge by themselves.
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