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Abstract 
There has been a lot of research in the field of classification for file types. Researchers have attempted 

to classify full files for use in virus scanners, fragments of files to identify the type of data contained 

within the files. The research so far however seem to lacking at the amount of data that they have used 

in their analysis. In this thesis, we aim to look at how well the different algorithms that have been 

developed do in the case when we are looking at large amounts of data. In order to be practical, we 

have chosen to use around 100GB of data, which we consider to be large enough especially in light of 

the largest data set being used for far being 750MB. 

We have used 4 different algorithms and 10 file types for the purposes of our experiment. We have 

sampled and tested the data using 4KB fragments. The importance of this size lies in the fact that most 

new storage media use it as their sector size and fragments of files are stored one sector at a time. We 

aim to find if there is an algorithm that could be called best in terms of accuracy and performance. We 

also try to find the amount of data that each algorithm needs to provide good results, since if new file 

types are created, we would not have enough data at the start for classification if we require large 

amount of data for good results. 

The results of our experiment show that there are clearly some algorithm that have better performance, 

but when adding accuracy into the equation, there are only a few data types that are actually benefitted 

by the classification. There is also no definite answer on how much data is needed to train those 

algorithms since we do not see any consistent pattern that allows us to believe that adding more sample 

data would not affect the classification results. This has led us to question whether it is even possible to 

get fast and cheap classification for file fragments.  
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1. Introduction 

1.1. File Carving 
An important part of Digital Forensic analysis is recovery of files from a storage media. In cases where 

the storage media are undamaged and have their file system metadata intact, this process is rather 

simple since the data can be recovered by parsing the file system metadata. If however, the file system 

metadata are corrupt, the only way to get meaningful data out of the storage media would be 

reconstructing the files based on their raw content. This process is referred to as File Carving. The 

advantage of file carving from digital forensic perspective actually lies in the fact that it can be used to 

reconstruct deleted files or file that have been tampered with intentionally, as in case of files that are 

hidden or obfuscated, so that the operating system and/or the file system are unable to reconstruct 

them. 

1.2. File Fragments 
In the absence of file system metadata, the raw contents of a storage media are no more than 

fragments of files. We say fragments because, the design of storage media do not accommodate files 

being stored as a single unit, unless they smaller in size compared to the sector size of the media. In the 

best case scenario, the fragments are in contiguous sectors in the storage device. In the worst case 

scenario, we have no idea where the fragments are which is the case with most of the flash drives and 

solid state disk available today. A likely scenario is presented in the picture below. In these media, the 

writing of contents are spread uniformly across all chips to maximize the life of the disk. In these cases 

there is no way to know where a file begins and where it ends. This is the inherent problem with file 

carving. As an example we can see from the figure below how files make be fragmented. The numbers 

indicate different file types which the columns indicate sector size boundaries. 

 

1 2 5 4 2 1 3 1 1 1 

 

The size of file fragments are determined by the sector sizes of the media devices. The most commonly 

found sector sizes in the storage medias still in use today are 512 bytes, which is used in mostly older 

media devices and 4096 bytes, which is the default size in most of the current media devices. Another 

important fragment size would be 1460 bytes which is the size of a network packet, which like its media 

device counterpart are also one of the of interest for digital forensic analysts and suffer from the same 

problems in case the information containing the type of the data in the packet is lost. The importance of 

these fragment sizes are highlighted by their inclusion in the 2012 Digital Forensic Research Workshop 

Challenge. 

1.3. Fragment classification 
A possible solution to the problem of file carving would be the classification of the fragments. Fragment 

classification is the process of separating unknown file fragments into known file types based on the raw 

content that is observed in the fragment. Classification of the fragments provides the advantage of 

reduction in the number of fragments that need to be considered for reconstructing files thus increasing 

the performance of the already expensive file carving process [1]. Classification of fragments is an 



ongoing research area and many algorithms have been developed for fragment classification with mixed 

results. The algorithms range from statistical measurements to machine learning. 

The research so far however suffers from some problems. The data set employed by the researchers has 

been rather small with cases where researchers have used around 100 files per file type while other 

have used 750MB of data. The results of the experiments are not actually comparable because of 

difference in the data sets used, the different types of files used, the difference in the method of 

differentiating between sample set and test set to name a few. We will discuss more on this in the next 

sections. 

From a software engineering point of view we would like to know how these algorithms perform when 

they are compared keeping all other variables the same. We would like to know which algorithm, if any, 

would be best for use depending on the file type we are interested in, or depending on our performance 

and accuracy requirements. 

1.4. Research question 
The work in this thesis will revolve around the following research question: 

 Which algorithm is the best in terms of performance and accuracy? 

 

Other questions we attempt to answer in this thesis: 

 Is it possible to train some algorithms quicker than others with less data? 

 Can we find a way to ensure that the sample data we have collected is a representative set for 

the file type that is being analyzed? 

  



2. Related Work 
McDaniel and Heydari [3] came up with the Byte Frequency Analysis (BFA) and Byte Frequency Cross-

Correlation (BFC) algorithms to identify file fragments. Their approach in BFA was to create a histogram 

of the frequency of ASCII codes (0..255) for each file that needed to be classified. Based on the 

histogram, 256-element vectors were created for each file types which were clustered and then used to 

identify unknown file types. BFA only achieved a true positive detection rate of 27.50% for whole files 

which is not a good rate for practical purposes. The BFC algorithm, like BFA, created histogram too but it 

also analyzed the average difference in frequency between all byte pair to identify characters that 

occurred with nearly identical frequencies like "<" and ">" in HTML files, which are used as a pair to 

denote HTML tags. The true positive detection rate for BFC algorithm was found to be around 46% 

which is still considered to be inadequate for practical purposes. 

 

Karresand and Shahmehri [4] developed the Rate of Change (RoC) metric, defined as the difference of 

the ASCII values of consecutive bytes. The focus of the research was to increase the accuracy of 

recognition of jpeg files. JPEG format uses 0xFF as an escape character for metadata tags and the 

encoder inserts an extra 0x00 after every 0xFF byte in a jpeg file. Roussev and Garfinkel [2]note "This 

produces a very regular, unique and easily exploitable pattern - 0xFF00 - which has a very high ROC". 

The true positive rates of RoC for other file types aren't nearly as good as for the jpeg files with false 

positive rates exceeding the true positive rate for some file types. 

 

The work of Erbacher and Moody [5] try to classify formats through a statistical perspective using 

standard statistical measurements like averages, distributions and higher momentum statistical 

measurements. Their work shows that these approaches can be used to classify broad classes of files but 

are unable to classify files of the same class with little differences like text files against html files. 

However, the focus of their research was in identifying the primitive data types contained within files, 

rather than classifying the file or fragments of the file themselves. 

 

Veenman [6]using BFD (Byte Frequency Distribution) approach along with Shannon entropy and 

Kolmogorov complexity was able to get very high detection rates for html and jpg files but the results for 

zip and executable files weren't as good. 

 

Li et al [7] have used the n-gram analysis method where they measure the byte frequencies to create a 

fingerprint based on a centroid containing the mean and standard deviation of the byte frequencies. The 

classification is then done based on Mahalanobis distance function. They perform their research on the first 20, 

200, 500 , 1000 bytes of each file type and also on the full files. They report a true positive detection rate of over 

99% percent when using the first 20 bytes which is explained by the fact that these are mostly header data for the 

files and would be consistent across files. They report success rates of around 60-90% percent when using full files.  

 

Conti et al [8] have used the Shannon Entropy, Mean, Chi Square and Hamming Weight to try to find the 

contents of a binary document. They look at these four vectors and try to classify the contents of the 

files into one of many classes like compressed-text, compressed image, random, text, bitmap etc. They 

report successful detection rates of over 82% for all their classes. 



 

Roussev and Garfinkel [2] discussing the limitations of statistical methods and propose the need for 

specialized approaches  for each type of file. Through their examination of zlib, jpeg and mp3 files the 

conclude that machine learning and statistical methods are less likely to be successful due to their 

dependence on easily detectable patterns. They also point out that current methods do not use enough 

sample data and do not distinguish between primitive types and compound data formats.   



3. Experiment 
As mentioned in the previous section, a number of different algorithms have been developed over the 

years to address the problem of identifying file/fragment types. The different algorithms have reported 

varied successful classification rates for different types, but we do not know how well these algorithms 

compare against each other for the following reasons: 

 The data used for sampling and testing are different. The effect of having different data sets 

leads us to question whether the presented results would hold while using another data set. The 

differences between classification rates for the different algorithms also cannot be put into 

proper perspective without the same data set. 

 The amount of data used for training and testing the algorithms seem too small in our opinion. 

With the decrease in hardware costs and the increase in the size of media storages available 

today, we believe that the amount of data used by the algorithms so far do not form a 

representative set for the data types. Sample sizes are an important aspect in classification since 

being able to train with small sample sizes means that new file types could be added to 

classification, which having a large set would allow us to cover the different cases where the file 

types are used in different ways (like pdf file having text only, both text and image or image 

only) that exist within common file types. 

In the following sections we discuss how we have structured our experiment. Section 3.1 discusses the 

collection of data for the experiment, section 3.2 discusses our choice of the file types, section 3.3 

discusses the algorithms we have chosen for our experiment and the difference between them that 

makes them difficult to compare against each other and finally 3.4 discusses our experimental setup. 

3.1. Data Collection 
Getting hold of data that can be used as a representative set for digital forensic analysis has never been 

an easy task. As can be seen in the algorithms mentioned in the previous section, most of the research 

focuses on trying to gather data from popular search engines using wildcards or researchers use data 

that they have themselves created. Just using the data downloaded randomly from the internet is also 

not feasible since there are many copyright laws and licenses protecting the rights of the owners of the 

data. To address the issue, Garfinkel et al [7] have created a digital forensic corpora available at Digital 

Corpora [8]. 

We have used Digital Corpora as our primary data source. We downloaded 1000 zip files, each with 1000 

files each, giving up a total of 1 million files with a size of around 310 GB. The fact that the corpora was 

collected by researchers in the field of digital forensic leads us to believe that the file types present are 

relevant to digital forensics. The availability of the data us makes sure that work done in this thesis can 

be reproduced and tested with the same data set. 

For two of the data types, namely PNG and OGG, the data were collected from Wikipedia by Jeroen van 

den Bos and Tijs van der Storm [9]. 



For MP4 data type, we have collected data from Academic Earth [10]. The website contains videos of 

lectures from universities that provide open video courses for students. We manually looked at the 

licenses for the lectures and chose those whose license included freedom to copy the files for non-

commercial purposes. We then downloaded those files for analysis. 

3.2. Type selection 
Looking at the data, it was visible that not all file types were represented equally. There were some 

types which consisted of over 120GB of data (after extracting the zip files) while other with less than 

1GB. Table 1 lists the file types that have at least a few gigabytes of data from the Digital Corpora set. 

File Type Size (in GB) 
(After extracting 
the data) 

xml 7.76 

pdf 124.6 

ps 26.6 

csv 3.26 

doc 19.2 

gif 2.37 

log 4.11 

pps 3.54 

xls 18.3 

gz 8.46 

text 49.3 

zip 311* 

html 10.9 

ppt 120 

jpg 40 
Table 1: Some file types from Digital Corpora 

 

File 
Type 

Sample set Test set 

Size (in 
GB) 

Number 
of files 

Size (in 
MB) 

Number 
of files 

jpg 9.01 28,264 925 1,995 

pdf 9.01 17,976 924 1,859 

png 9.02 66,381 925 4,949 

ogg 9.02 6,786 925 566 

doc 9.01 17,891 923 1,953 

mp4 9.00 72 875 2 

xls 9.02 12,349 924 453 

text 9.02 12,465 925 1,358 

zip 8.99 32 920 3 

ppt 9.02 5,020 922 227 
Table 2: Chosen file types and sizes divided by usage

* The size of the zip files actually correspond to the original zips that were downloaded. We have used 

the original zip files as the data for the zip files analysis. 

In choosing the file types for this thesis, we had two simple considerations. The first was to make sure 

that we had the same amount of data for each of the file type chosen. The second was to use as much 

data as we could possibly find. The minimum amount of data that we found allowing us to keep ten 

different file types was 18 GB per file type giving us a total of around 180 GB of data to analyzed. 

Initially, we divided the 18 GB per file type into two equal sets of 9GB, one to use as the sample set and 

other to use as the test set. We later had to decrease the size of the test set to 0.9 GB per file type due 

to performance issues with running the experimental setup that will be explained in detail in section 3.4. 

In total, we are using around 90 GB of data as sample data and 9 GB as the test data. 

The decision to choose these file types were also in part due to their inclusion in the Digital Forensic 

Research Workshop Challenge 2012. The only exceptions in the list are ogg and mp4 which we chose as 

representatives of audio and video types respectively. 



The chosen file types along with their sized and number of files used for both sample set and the test set 

are listed in Table 2. 

3.3. Chosen algorithms and their differences 
Out of the algorithms mentioned in section 2, we have chosen the following four algorithms for 

comparison in this thesis: 

 Byte Frequency Analysis 

 Rate of Change 

 n-gram Analysis 

 The algorithm of Conti et al 

The motivation for choosing the above mentioned algorithms lies in the facts that they are all statistical 

analysis methods and they are all relatively less complex than the other algorithms. We say less complex 

in the sense that they all require less computation time. Computation time is an important factor in the 

considerations of the algorithms since there are situations where a digital forensic analyst would 

compromise some accuracy in order to get a general idea of the contents in a shorter time frame and 

also because file carving is already a very expensive process. 

 Table 3 lists some of the differences that we have observed that make the comparison of the 4 chosen 

algorithms very hard. The algorithms employ different tactics to build up the fingerprints for each file 

types like byte frequency algorithm and n-gram analysis use full files in order to build their fingerprints 

whereas Rate of Change uses 4KB fragments and the algorithm of Conti et al uses 1KB fragments. The 

difference could be explained by the fact that byte frequency methods and n-gram analysis were meant 

to work for file scanning like in a virus detector or network packet analyzer whereas the algorithm of 

Conti et al was primarily created to find data types within a single file. That also explains why the test set 

used by Conti et al only consists of one Microsoft Word document file and a Mozilla browser dump. 

Another interesting difference between the algorithms is that in byte frequency algorithm, the 

frequencies of byte values are normalized first by the maximum occurring byte value and second with a 

companding function which places emphasis on the byte values that have very low frequencies too. Li et 

al mention that they think this method of normalization in byte frequency analysis where size of the files 

are not considered may not be suitable and propose normalizing by the number of bytes that are 

analyzed but do not provide any suggestion to whether they did any such normalization in their work or 

not. 

Rate of Change differs from the other algorithms in a number of different ways. Firstly, it is the only 

algorithm in the list where the authors have chosen to pad fragments less than 4KB with 0 values. 

Secondly, the research from the authors seem to focus on finding JPEG file types, which is evidenced by 

their use of a JPEG extension. The published results also do not provide us with any concrete idea of 

how the algorithm fared in terms of other types since they only present graphs with True Positive rate vs 

False positive rate. The authors also mention that they experimented with different threshold values but 



do not provide us with the threshold values that provided them with the best result except for their run 

with the JPEG extension included. 



Algorithm Author(s) Measures 
(for each 
fingerprint) 

Measures 
(between 
fingerprints) 

Comparison 
method 

Sample 
set 

Execution 
of sample 
set 

Training set Execution 
of test set 

Further notes 

Byte 
Frequency 
Analysis 

McDaniel, 
M. and 
Heydari, 
M.H 

Frequency of 
byte values 

Mean of the 
byte values 
and 
correlation 
between 
each byte 
frequencies 

Generate 
score based 
on the 
difference 
between the 
frequency of 
byte values 

30 file 
types but 
no mention 
of the 
number of 
files 

Full files 30 file types, 4 
files per file 
type 

Full files  

Rate of 
Change 

Karresand, 
M. and 
Shahmehri
, N. 

Frequency of 
the difference 
between 
consecutive 
bytes 

Mean and 
standard 
deviation for 
each byte 

Quadratic 
distance 
measure 

Not 
mentioned 

4KB 
fragments 

57 files 
totaling 72.2 
MB (all files 
concatenated 
into 1 file), 
fragments 
with less than 
4KB padded 
with 0 values 

4KB 
fragments 

Results 
presented were 
with a JPEG 
extension. 
Threshold 
values not 
present except 
for the JPEG 
extension run. 

n-gram 
Analysis 

Li, W. J. et 
al 

Frequency of 
byte values 

Mean and 
standard 
deviation 

Mahalanobis 
distance 
function 
between 
mean and 
standard 
deviation 

8 file types, 
100 files 
per file type 

Truncation 
to different 
sizes (first 
20, 200, 
500, 1000 
bytes) and 
Full files 

8 file types 
with 100 files 
per file type 

Truncation 
to 
different 
sizes (first 
20, 200, 
500, 1000 
bytes) and 
Full files 

Do not mention 
if they 
normalize or 
not. 

Algorithm 
of Conti 
et al 

Conti, G. 
et al 

Shannon 
Entropy, 
Arithmetic 
mean, Chi 
square and 
Hamming 
weight 

Mean of the 
4 vectors 

Euclidean 
distance and 
k-nearest 
neighbor 

14000 
fragments 

1KB 
fragments, 
from the 
middle of 
the file 

10.3 MB 
Microsoft 
Word 2003 
document and 
41.4MB 
Firefox 
browser dump 

1KB 
fragments, 
sliding 
window 

Developed for 
identifying 
content types 
within files 

Table 3: Differences observed in the 4 chosen algorithms



3.4.  Experiment Setup 
Based on the differences that we have noted in the previous section, we decided on the following 

settings for the experiments in this thesis: 

 Fingerprints would be created and tested on 4KB fragments. As mentioned in section 1, 4KB is 

the sector size of most storage media today, so we think creating fingerprints and test based on 

this size would be the best. 

 The sample set and the test set would contain different files. 

 Due to the lack of the best threshold values in case of Rate of Change, we decided to classify a 

fragment to the type which had the nearest distance to a fingerprint. 

 For classification with the algorithm of Conti et al, we decided to only use the Euclidean distance 

and neglect the k-nearest neighbor classification. The decision was made in accordance with the 

fact that we want to find fragment types in storage media that may not store fragments 

continuously like Hard disk drives do. 

The experimental setup is focused on measuring three things: 

 How do the algorithms compare to each other in terms of accuracy and performance? This is the 

main question and the other measurements will also focus on computing these requirements. 

 How much sample data is needed for a good classification for each algorithm? 

 Can be combine two or more algorithms to give us an increased accuracy without losing too 

much on performance? 

To measure these things we have divided our experimental setup into 4 steps. 

3.4.1. Creating fingerprint from the sample 

Creating fingerprint for each of the instance is the first thing before the experiment can actually start 

running. Since, we are using 4 algorithms and 4 instance per algorithm for 10 different file types, we get 

a total of 160 fingerprints. 

3.4.2. Amount of data needed 

For the chosen algorithms, we want to know if one particular algorithm can be trained with less sample 

data while achieving similar if not better results for classification. This experiment will also allow us to 

see whether adding more data to the fingerprint will improve the classification, which is what we would 

expect. To perform this experiment, we randomly divide the sample data into 10 parts. We use 4 

different instances for each algorithm, containing 10% (0.9GB), 20% (1.8GB), 50% (4.5GB) and 100% 

(9GB) of the sample data in order to generate the fingerprints for each file type. With each increasing 

sample size, we make sure to keep the previous sample size intact, i.e. when we sample using 20% of 

the data, we include the 10% sample in this 20% of the data. Each sample size will be a different 

instance for testing and will provide us with a single value for the classification. Since, we do this for 4 

different algorithms, it provides us with a 16 instances for comparison between how well the algorithms 

perform against each other for different sample sizes and also how well each algorithm compares to 

itself with different sample sizes. 



3.4.3. Similarities between the classifications 

We use the Jaccard Index to find the similarities between the classifications from each classification 

results. The primary objective of calculating the Jaccard Index is to see if the classification of the 

different algorithms have less intersection which would allow us to combine the algorithms for better 

accuracy. Since, we also measure the performance of each algorithm, we can see if the better accuracy 

is acceptable in terms of performance when combining the algorithms. The Jaccard Index, will be used 

to measure the number of fragments that were classified to be of the same type irrespective of whether 

the classification was correct or not, though the correct classification ones would be the ones to focus 

on. Since we have 16 results for comparison, we will have a 16x16 matrix of values to compare the 

similarity between each instance to the others. We do expect, the different instances of the same 

algorithm to provide similar if not exactly the same index.  

The results could point out specific cases of fragments that are confused by 1 or all algorithms, which 

would mean these methods would not be useful for those fragments, they would need special attention. 

3.4.4. Measuring performance and accuracy 

In order to make the calculation for the Jaccard Index without any doubt about that the same fragments 

have indeed been compared, we need to make sure that all the instances run on each fragment before a 

new fragment is considered. To achieve this effect, the tool has been designed in a way so that 1 

fragment is read, the data needed for each algorithm is computed, classification is done for each of the 

instances, Jaccard Index is calculated. All the previously mentioned steps are timed, once for the read 

operation, separately for the other steps per instance and then added up to calculate the final time for 

processing the fragment. The Jaccard Index calculation times are not added since they are not part of 

the original algorithms. The time for processing each fragment will act as the performance measure for 

each instance. 

For accuracy, we create an 11x11 matrix, one for each file types and an extra one for the “Unclassified” 

case. The result of the classification is compared to the file type of the fragment which will be known 

and a confusion matrix created bases on 11x11 matrix. The 11th column though will not have any data as 

we do not test for any data that we do not know the type for.  



4. Results 
In this section we only present the results we obtained from our experiment, the analysis of the results 

will be presented in the next section. Section 4.1 discusses the classification results of the different 

instances i.e. accuracy, section 4.2 discusses the similarities between the classification results looking at 

the Jaccard Index and finally section 4.3 discusses the performance of the algorithms. 

4.1.  Accuracy 
The accuracy of the classification of the different algorithms are presented below as a percentage 

confusion matrix measured to within 1 decimal place for readability (tables with the number of 

fragments for each algorithm, on which the detection rates are based, can be found in Appendix A). The 

rows represented the file type that a fragment was classified as, while the columns represent the actual 

types of the fragments. The shaded regions are the True Positives detected. The numbers indicate the 

ratio of classified fragments to total fragments for each file type. Within each cell, the 4 comma 

separated values identify the classification rates for the 4 different sample sizes that were used for the 

algorithm. For example, a value of 15, 20, 15, 20 represents a classification rate of 15% with 10% sample 

data used for fingerprint, 20% with 20%, 15% with 50% and 20% with 100%. 

In the following paragraphs, we highlight some of the most noticeable results from Table 4, 5, 6 and 7. 

We will follow up with a detailed analysis of the results in section 5. 

As can be seen from Table 4, Byte frequency algorithm with only 10% of sample data performs very well 

for text and zip types while it performs extremely poorly for ppt and pdf types. With an increase in the 

sample size, byte frequency algorithm shows a slight increase in text and zip types, a significant increase 

in the detection of jpg types and a significant decrease in the detection of xls types. The increase of 

sample size has no effect on pdf and ppt types. Further increase in the sample size increases the 

detection rate of xls types significantly. Adding more sample data once again decreases the detection 

rate of jpg while the detection rate of xls types increases by more than double. 

From Table 5 we see the rate of change algorithm with 10% of the total sample data shows good 

detection rate for ppt and xls types. An interesting observation here is that rate of change classifies most 

of the fragment types as ppt type. The increase in sample size doesn't show much effect for the ppt and 

xls types, while we see an increase in the detection rate of text file and a decrease for pdf and doc types. 

Upon further addition of sample data, the detection rate for ppt and pdf types decrease a little while the 

detection rate for text increases slightly. The only significant change with adding more data to the rate 

of change algorithm seems to be high increase in the detection rate of text files. 

Table 6 tells us that the n-Gram analysis shows extremely high detection rate for text and xls types and a 

high detection rate for ppt types when using a sample size of 10%. Similar to rate of change algorithm 

however it also seems to confuse most of the types with the ppt type. On increasing the sample size to 

20%, we see a decrease in detection rate of ppt types. Further addition to the sample size shows a 

significant decrease in the detection of ppt types while maintaining the high detection rates for xls and 

text types. Similarly, increasing the sample size to 100% decreases the detection rate of ppt types while 

keeping the good detection rate for text and xls. 



Table 7 shows the algorithm for Conti et al has good detection rate for mp4 types and average detection 

rate for text and zip types when using 10% of the total sample data. Adding more sample data, we see 

an extreme drop in the detection rate of mp4 types. The detection rate of ogg types seems to almost 

double. Using 50% of the sample data, the detection rate for mp4 types has gone down to 0, while the 

detection rate for text and ogg types have increased considerably. Using 100% of the sample data, the 

detection rate for text type falls slightly while the detection rate for ogg types increases further. 

 



 

Table 4: Classification results of Byte Frequency Analysis 

 

 

Table 5: Classification results of Rate of Change

pdf zip text doc mp4 xls ppt jpg ogg png

pdf 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0

zip 33.1, 34.6, 34.8, 36 86, 88, 88.2, 89.5 1.9, 2.1, 2.1, 2.2 17.9, 18.9, 19.1, 20 22, 26.1, 26.2, 28 0, 0, 0, 0 48.1, 50.9, 51.3, 53.7 33.5, 34.9, 35.9, 42.1 6.7, 8.7, 8.8, 9.8 62.8, 69.2, 69.5, 72.1

text 15.7, 17.1, 19.7, 16.9 0.1, 0.2, 0.3, 0.1 96.2, 96.3, 96.3, 96.2 47.7, 57.6, 55.8, 42.7 4.7, 4.6, 5.9, 4.3 43, 79.9, 67.8, 23.6 5.5, 9.4, 10, 5.8 1.1, 1.2, 4, 1.7 10.4, 14.4, 20.4, 17.9 2.3, 2.5, 3.1, 2.5

doc 2.1, 0.5, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0.5, 0.2, 0, 0 0.6, 0, 0, 0 0, 0, 0, 0 0.4, 0.1, 0, 0 0.1, 0, 0, 0 8.2, 3.6, 0, 0 0.3, 0.1, 0, 0

mp4 10.1, 8.9, 10.1, 11.2 4.5, 2.9, 2.9, 3.2 0.4, 0.3, 0.3, 0.3 4.1, 3.3, 3.8, 4.3 27.2, 23.4, 24.9, 27 0, 0, 0, 0 12.3, 9.2, 9.4, 10.3 25.2, 13.4, 13.6, 15.1 18.2, 18.3, 20.8, 22.4 11.4, 7, 6.8, 7.3

xls 11.4, 11.5, 9.3, 11.5 0.3, 0.3, 0.2, 0.3 0.3, 0.2, 0.2, 0.3 17.9, 8.3, 10.4, 23.3 0.2, 0.2, 0.1, 0.1 56.8, 19.9, 32.1, 76.2 10.9, 7.3, 7.1, 10.9 4.4, 4.6, 2.3, 4 6.4, 6.7, 4, 4.1 1.8, 1.7, 1.3, 1.7

ppt 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0

jpg 2.6, 6.5, 7.6, 6.3 1.3, 3.9, 4.5, 3.2 0.2, 0.4, 0.5, 0.4 2, 4.2, 4.6, 3.6 0.2, 5.8, 9.4, 8.8 0, 0, 0, 0 4.6, 10.1, 11.6, 9 9.7, 30.4, 31.8, 25.1 3.4, 6.2, 9, 8.2 1.9, 7.7, 9.6, 7.1

ogg 20.6, 18.8, 16.8, 16.1 3, 2.5, 2, 1.7 0.2, 0.2, 0.2, 0.1 6.5, 5.8, 4.9, 4.8 39.7, 35.4, 29.5, 27.9 0, 0, 0, 0 10.9, 9.4, 7.7, 7.3 16.3, 13.8, 11, 10 40.2, 36.8, 32.8, 33.3 6.4, 5.5, 4.4, 4.1

png 4.1, 1.7, 1.4, 1.5 4.5, 1.9, 1.6, 1.6 0.4, 0.1, 0.1, 0.1 2.8, 1.1, 0.9, 0.9 5, 4.1, 3.8, 3.5 0, 0, 0, 0 6.8, 3.2, 2.6, 2.7 9.4, 1.3, 1.1, 1.7 6.2, 5, 3.8, 4 12.8, 5.9, 4.9, 4.8

UnClassified 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0.1, 0.1, 0.1, 0.1 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0

pdf zip text doc mp4 xls ppt jpg ogg png

pdf 24.1, 22.9, 21.9, 21.6 0.7, 0.2, 0, 0 0, 0, 0, 0 0.8, 0.6, 0.4, 0.4 0.3, 0, 0, 0 0, 0, 0, 0 1.4, 0.9, 0.5, 0.5 1.8, 0.8, 0.3, 0.3 0.3, 0.1, 0, 0 1.3, 0.6, 0.3, 0.3

zip 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0

text 3.9, 2.9, 1.8, 2.2 0, 0, 0, 0 64.7, 72.6, 74.9, 83.9 7.9, 6, 8.3, 8.8 0, 0, 0, 0 1, 0.8, 0.9, 1 0.1, 0.1, 0.1, 0.1 0, 0, 0, 0 0, 0, 0, 0 0.4, 0.4, 0.4, 0.4

doc 2.5, 2.2, 2.9, 2.9 0.1, 0.1, 0.2, 0.2 12.9, 1.3, 1.4, 1.5 44, 39.1, 39.3, 40.9 0.1, 0, 0, 0 3.4, 2.3, 1.7, 2.1 8.4, 7.2, 8.3, 8.6 1.3, 1.4, 1.8, 1.6 0.2, 0.3, 0.5, 0.5 2.9, 3.4, 4.5, 4.3

mp4 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0

xls 10, 12.3, 13.2, 12.6 0, 0, 0.1, 0.1 18.7, 22.4, 20, 11 9.4, 17.9, 16.5, 14.2 0.1, 0.2, 0.2, 0.2 94.8, 96.3, 96.8, 96.7 3.1, 5.5, 5.9, 5.5 0.4, 0.6, 0.8, 0.8 0, 0, 0.1, 0.1 0.3, 0.5, 0.8, 0.8

ppt 59.2, 59.5, 60, 60.4 99, 99.4, 99.4, 99.53.4, 3.4, 3.4, 3.4 37.7, 36.1, 35.3, 35.4 99.3, 99.6, 99.6, 99.6 0.6, 0.3, 0.4, 0 86.7, 86.2, 84.9, 85.1 96.2, 97, 96.9, 97.1 99.3, 99.4, 99.2, 99.3 94.7, 94.8, 93.7, 94

jpg 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0

ogg 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0

png 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0

UnClassified 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0



 

Table 6: Classification results of n-Gram analysis 

 

Table 7: Classification results of algorithm of Conti et al

pdf zip text doc mp4 xls ppt jpg ogg png

pdf 9.3, 10, 7, 5.4 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0

zip 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0

text 8.3, 9.3, 9.1, 9.4 0, 0, 0, 0 94.3, 95.2, 95, 95.3 7.2, 7.5, 7.4, 8 0, 0, 0, 0 0.3, 0.5, 0.4, 0.6 0.2, 0.2, 0.2, 0.2 0.1, 0.1, 0.1, 0.1 0, 0, 0, 0 0.2, 0.2, 0.2, 0.2

doc 17.6, 20.3, 27.9, 33.6 1.9, 2.9, 4.8, 5.8 0.3, 0.4, 0.4, 0.7 10, 10.9, 13.1, 16.3 6.9, 19.2, 46, 54.8 0.1, 0.1, 0, 0 9.9, 12.3, 20.2, 24.5 9.7, 12.3, 25.3, 33.4 8.1, 11.3, 22.3, 28.6 3.1, 4, 9, 13.1

mp4 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0

xls 6.7, 5.6, 7.1, 5.8 0, 0, 0, 0 1.9, 0.9, 1.3, 0.8 48.2, 48.3, 50.7, 48.9 0.3, 0.3, 0.3, 0.3 99.3, 99.2, 99.4, 99.2 8.3, 8.3, 9, 8.6 0.4, 0.4, 0.6, 0.5 0.1, 0.1, 0.4, 0.2 1.6, 1.6, 1.9, 1.8

ppt 57.8, 54.5, 48.7, 45.6 98, 96.9, 95, 94.1 3.4, 3.3, 3.1, 2.9 34.4, 33.1, 28.6, 26.6 92.7, 80.3, 53.6, 44.8 0, 0, 0, 0 81.5, 79, 70.5, 66.6 89.5, 87, 73.7, 65.8 91.6, 88.5, 77.2, 71 95, 93.9, 88.7, 84.6

jpg 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0

ogg 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0

png 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0

UnClassified 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0

pdf zip text doc mp4 xls ppt jpg ogg png

pdf 5.8, 4.2, 0.1, 4.1 0.5, 0.3, 0, 0.1 0.4, 0.3, 0, 0.2 2, 1.4, 0.1, 1.8 0, 0, 0, 0 0, 0, 0, 0 2.9, 2.1, 0.3, 2.1 1.2, 0.9, 0.3, 0.7 0.7, 0.5, 0, 0.2 1.2, 0.8, 0.1, 0.9

zip 15.1, 15.4, 15.5, 15.3 44.1, 45.2, 45.5, 44.9 0.1, 0.1, 0.1, 0.1 4.1, 4.2, 4.3, 4.2 3.6, 3.8, 3.8, 3.7 0, 0, 0, 0 13, 13.5, 13.6, 13.3 0.1, 0.1, 0.1, 0.1 0.8, 0.9, 0.9, 0.9 10.4, 10.7, 10.9, 10.6

text 6.1, 6.2, 8.9, 8.5 0, 0, 0, 0 57.8, 59.5, 82.3, 80.4 41.3, 40.9, 41.8, 40.7 0.2, 0.2, 0.2, 0.2 50.9, 49.2, 49.2, 47.3 3.6, 3.5, 3.5, 3.3 0.3, 0.3, 0.4, 0.4 0, 0, 0, 0 1, 1, 1.2, 1.1

doc 3.5, 3.8, 4.3, 4.2 0, 0, 0.1, 0.1 11.5, 10.5, 6.5, 8.4 11.8, 11.7, 8.4, 10.5 0, 0, 0, 0 15.4, 13.8, 2.8, 7.1 1.9, 2, 2.3, 2.3 0.4, 0.5, 0.6, 0.6 0.1, 0.1, 0.1, 0.1 0.5, 0.6, 0.8, 0.7

mp4 22.4, 16.7, 7.7, 9 27.3, 16.2, 1.2, 1.3 1.6, 0.9, 0.1, 0.1 11.6, 6.2, 1.3, 1.6 82.4, 7.1, 0, 0 0, 0, 0, 0 32.3, 17.1, 2.1, 2.7 61.5, 28.2, 1.2, 1.5 49.5, 25.9, 2.5, 4.6 44.8, 27.9, 4.1, 4.7

xls 3.1, 3.1, 1.1, 1.3 0, 0, 0, 0 26.5, 25.7, 7, 7 7.1, 7.9, 10.9, 9.7 0, 0, 0, 0 33.4, 36.7, 47.7, 45.3 4.4, 4.7, 5.1, 5.2 0, 0, 0, 0 0, 0, 0, 0 0.2, 0.2, 0.1, 0.1

ppt 6.4, 6.9, 10.1, 7.4 0.3, 0.3, 0.6, 0.6 0.3, 0.3, 0.6, 0.4 2.9, 3.1, 3.8, 2.5 0, 0, 0, 0 0, 0, 0, 0 3.3, 3.5, 4.6, 3.4 1, 1.1, 1.5, 1.3 0.6, 0.8, 1.3, 1.3 1.4, 1.5, 2.1, 1.5

jpg 18.6, 20, 19.8, 13.6 20.1, 30.1, 29.2, 13.2 1.3, 1.7, 1.7, 1 14, 15.9, 15.8, 10.9 3.1, 5, 5.4, 2.3 0, 0, 0, 0 29.6, 35.1, 34.9, 23.2 32, 35.5, 35.6, 24.2 29.1, 36, 37.2, 25.2 31.7, 42.6, 42.5, 23.6

ogg 11.8, 13, 22.9, 28.8 0.8, 5.8, 21.9, 38.3 0.1, 0.3, 1.2, 1.9 1.9, 4.4, 9.5, 14.4 9, 83.2, 90, 93.1 0, 0, 0, 0 3.2, 12.4, 27.8, 39.6 1.8, 27.5, 54.4, 65.8 18.2, 34.5, 56.2, 66.4 3.3, 9.6, 34.1, 53

png 6.8, 10.1, 9.1, 7.4 6.5, 1.6, 1, 1 0.1, 0.1, 0.1, 0.1 2.7, 3.8, 3.6, 3.1 1.2, 0.3, 0.2, 0.2 0, 0, 0, 0 5.3, 5.7, 5.2, 4.4 1.1, 5.4, 5.4, 4.8 0.6, 1, 1.3, 1 5, 4.4, 3.7, 3.1

UnClassified 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0.1, 0.1, 0.1, 0.1 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0 0, 0, 0, 0



4.2.  Similarity between the algorithms 
This section presents the results of the Jaccard Index calculated for a selected few instances against each 

other. The numbers presented are Jaccard Indices for the two algorithms presented in a percentage 

form. We chose to present the comparison results of the 100% sample data sizes as representing the 

similarity of the classification results for each algorithm. The rows represent the classified types and the 

columns represent the actual types of the fragments. 

 

Table 8 provides the Jaccard Indices of byte frequency algorithm with 100% sample size when compared 

with rate of change 100% sample size, n-gram analysis 100% sample size and the algorithm of Conti et al 

100% sample sizes. The comma separated values in the cells represent the above mentioned instances 

in order. 

 

Table 9 provides the Jaccard Indices of rate of change algorithm with 100% sample size when compared 

to byte frequency algorithm 100% sample size, n-gram analysis 100% sample size and algorithm of Conti 

et al 100% sample size represented by the comma separated cells respectively. 

 

Table 10 provides the Jaccard Indices of n-gram analysis with 100% sample size when compared to byte 

frequency algorithm 100% sample size, rate of change 100% sample size and algorithm of Conti et al 

100% sample size represented by the comma separated cells respectively. 

 

Table 11 provides the Jaccard Indices of the algorithm of Conti et al with 100% sample size when 

compared to byte frequency algorithm 100% sample size, rate of change 100% sample size and n-gram 

analysis 100% sample size represented by the comma separated cells respectively. 



 

Table 8: Jaccard Indices for BFA (100%) 

 

Table 9: Jaccard Indices for ROC (100%) 

pdf zip text doc mp4 xls ppt jpg ogg png

pdf 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0

zip 0, 0, 42.4 0, 0, 49.9 0, 0, 7.7 0, 0, 21 0, 0, 13.2 0, 0, 24.1 0, 0, 24.8 0, 0, 0.2 0, 0, 6.2 0, 0, 14.7

text 13, 55.4, 49.2 0, 0, 7.3 87.1, 99, 83.4 19.8, 18.6, 59.7 0.1, 0, 6 4.3, 2.5, 41.9 2.5, 3.7, 39.2 1.6, 11.1, 18.9 0, 0, 0 16.2, 10.5, 40.3

doc 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0

mp4 0, 0, 12.9 0, 0, 17.9 0, 0, 4.1 0, 0, 8.5 0, 0, 0 0, 0, 13.7 0, 0, 8.2 0, 0, 4.2 0, 0, 0.1 0, 0, 9

xls 16.6, 17, 0.8 40.7, 9.3, 8.2 0.9, 14.9, 1.4 31.9, 32.5, 28.6 3.2, 15.9, 46.8 77, 76.7, 55.7 32.5, 33.6, 31.1 8.5, 4, 0.8 2.2, 3.7, 0 11.9, 12.2, 5.2

ppt 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0

jpg 0, 0, 13.9 0, 0, 7.9 0, 0, 16.9 0, 0, 14 0, 0, 2.5 0, 0, 6.5 0, 0, 15.6 0, 0, 11.1 0, 0, 11 0, 0, 9.3

ogg 0, 0, 4.7 0, 0, 0.4 0, 0, 1.8 0, 0, 2.9 0, 0, 29.9 0, 0, 2.9 0, 0, 1.6 0, 0, 1.7 0, 0, 35.3 0, 0, 1.5

png 0, 0, 0.1 0, 0, 0.2 0, 0, 0.1 0, 0, 0.1 0, 0, 0.1 0, 0, 0 0, 0, 0.2 0, 0, 0 0, 0, 0 0, 0, 1.2

UnClassified 0, 0, 100 0, 0, 0 0, 0, 100 0, 0, 100 0, 0, 0 0, 0, 100 0, 0, 100 0, 0, 0 0, 0, 0 0, 0, 100

pdf zip text doc mp4 xls ppt jpg ogg png

pdf 0, 24, 6 0, 0, 0.3 0, 0, 0.9 0, 0, 1.9 0, 0, 0 0, 0, 1.2 0, 0, 1.2 0, 0, 1 0, 0, 0 0, 0.1, 0.6

zip 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0

text 13, 20.2, 15.5 0, 0, 0 87.1, 87.3, 77.1 19.8, 71.9, 2.3 0.1, 0, 3 4.3, 39.1, 1.2 2.5, 13.9, 3.5 1.6, 12.9, 1.8 0, 0, 0 16.2, 31, 7.9

doc 0, 4.2, 4.3 0, 1.8, 11.5 0, 3.4, 0.2 0, 7.6, 2.9 0, 0, 1.7 0, 1, 6.4 0, 12.2, 11.1 0, 3.9, 10.2 0, 1.4, 14.3 0, 9.9, 3.9

mp4 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0

xls 16.6, 30.1, 5.6 40.7, 23.5, 14 0.9, 3.6, 11.7 31.9, 21.1, 23.6 3.2, 75.2, 3.5 77, 97.1, 46.2 32.5, 37.4, 38.3 8.5, 31.3, 2.4 2.2, 21.7, 0.5 11.9, 30.8, 8.5

ppt 0, 70.2, 2.5 0, 94.2, 0.5 0, 84.1, 2.4 0, 74.2, 3.9 0, 44.9, 0 0, 54, 2.4 0, 76.9, 2.3 0, 67.5, 0.7 0, 71.5, 1 0, 86.4, 0.7

jpg 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0

ogg 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0

png 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0

UnClassified 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0



 

Table 10: Jaccard Indices for n-Gram analysis (100%) 

 

 

Table 11: Jaccard Indices for algorithm of Conti et al

pdf zip text doc mp4 xls ppt jpg ogg png

pdf 0, 24, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0.1, 0

zip 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0

text 55.4, 20.2, 70.4 0, 0, 0 99, 87.3, 84 18.6, 71.9, 1.6 0, 0, 0 2.5, 39.1, 0.7 3.7, 13.9, 5.9 11.1, 12.9, 38.7 0, 0, 37.1 10.5, 31, 12.2

doc 0, 4.2, 3.6 0, 1.8, 2.7 0, 3.4, 0.8 0, 7.6, 8.7 0, 0, 0 0, 1, 0.4 0, 12.2, 7 0, 3.9, 1.1 0, 1.4, 0.1 0, 9.9, 1.4

mp4 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0

xls 17, 30.1, 7.1 9.3, 23.5, 49.1 14.9, 3.6, 1.8 32.5, 21.1, 17.6 15.9, 75.2, 19.3 76.7, 97.1, 45.5 33.6, 37.4, 59.4 4, 31.3, 5.6 3.7, 21.7, 0.3 12.2, 30.8, 6

ppt 0, 70.2, 0 0, 94.2, 0 0, 84.1, 0 0, 74.2, 0.1 0, 44.9, 0 0, 54, 0 0, 76.9, 0.1 0, 67.5, 0 0, 71.5, 0 0, 86.4, 0

jpg 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0

ogg 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0

png 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0

UnClassified 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0 0, 0, 0

pdf zip text doc mp4 xls ppt jpg ogg png

pdf 0, 6, 0 0, 0.3, 0 0, 0.9, 0 0, 1.9, 0 0, 0, 0 0, 1.2, 0 0, 1.2, 0 0, 1, 0 0, 0, 0 0, 0.6, 0

zip 42.4, 0, 0 49.9, 0, 0 7.7, 0, 0 21, 0, 0 13.2, 0, 0 24.1, 0, 0 24.8, 0, 0 0.2, 0, 0 6.2, 0, 0 14.7, 0, 0

text 49.2, 15.5, 70.4 7.3, 0, 0 83.4, 77.1, 84 59.7, 2.3, 1.6 6, 3, 0 41.9, 1.2, 0.7 39.2, 3.5, 5.9 18.9, 1.8, 38.7 0, 0, 37.1 40.3, 7.9, 12.2

doc 0, 4.3, 3.6 0, 11.5, 2.7 0, 0.2, 0.8 0, 2.9, 8.7 0, 1.7, 0 0, 6.4, 0.4 0, 11.1, 7 0, 10.2, 1.1 0, 14.3, 0.1 0, 3.9, 1.4

mp4 12.9, 0, 0 17.9, 0, 0 4.1, 0, 0 8.5, 0, 0 0, 0, 0 13.7, 0, 0 8.2, 0, 0 4.2, 0, 0 0.1, 0, 0 9, 0, 0

xls 0.8, 5.6, 7.1 8.2, 14, 49.1 1.4, 11.7, 1.8 28.6, 23.6, 17.6 46.8, 3.5, 19.3 55.7, 46.2, 45.5 31.1, 38.3, 59.4 0.8, 2.4, 5.6 0, 0.5, 0.3 5.2, 8.5, 6

ppt 0, 2.5, 0 0, 0.5, 0 0, 2.4, 0 0, 3.9, 0.1 0, 0, 0 0, 2.4, 0 0, 2.3, 0.1 0, 0.7, 0 0, 1, 0 0, 0.7, 0

jpg 13.9, 0, 0 7.9, 0, 0 16.9, 0, 0 14, 0, 0 2.5, 0, 0 6.5, 0, 0 15.6, 0, 0 11.1, 0, 0 11, 0, 0 9.3, 0, 0

ogg 4.7, 0, 0 0.4, 0, 0 1.8, 0, 0 2.9, 0, 0 29.9, 0, 0 2.9, 0, 0 1.6, 0, 0 1.7, 0, 0 35.3, 0, 0 1.5, 0, 0

png 0.1, 0, 0 0.2, 0, 0 0.1, 0, 0 0.1, 0, 0 0.1, 0, 0 0, 0, 0 0.2, 0, 0 0, 0, 0 0, 0, 0 1.2, 0, 0

UnClassified 100, 0, 0 0, 0, 0 100, 0, 0 100, 0, 0 0, 0, 0 100, 0, 0 100, 0, 0 0, 0, 0 0, 0, 0 100, 0, 0



4.3.  Performance 
In this section we present the results of the average performance of the four algorithms in terms of 

execution time. The average time was measured by the total time taken by each algorithm to classify all 

the fragments divided by the total number of fragments. 

Algorithm Avg. time per fragment (in seconds) 

Byte Frequency Algorithm 0.004344 
Rate of Change 0.049941 
n-Gram Analysis 0.00041 
Algorithm of Conti et al 0.085005 

 

From the results we can clearly see that n-Gram Analysis performs the best in terms of performance. It 

out performs its nearest competitor Byte Frequency Algorithm by a magnitude of 10, Rate of Change by 

a magnitude of 100 and the algorithm of Conti et al by a magnitude of 200. 

  



5. Analysis of the results 
In this section we provide an analysis into the results that we have observed from our experiment. In 

section 5.1 we analyze the effects of the difference size of the sample data in the detection rates of 

different file types. Next, in section 5.2, we put the results of classification into perspective by analyzing 

the true positive detection rates and false positive detection rates. We then move on to compare our 

results with the results of the original experiments in section 5.3. In section 5.4 we analyze to see if a 

combination of algorithms could be found that leads to better classification without significant decrease 

in performance. 

We expect that with the use of more sample data, the quality of the fingerprint will increase so will the 

classification results. We also expect there to be some range in the question of sample data size at 

which, we could say that adding more sample data to the fingerprint wouldn't affect the fingerprint 

anymore. 

5.1.  Effects of different sample data sizes on the detection rates 
Looking at the true positive rate of classification results, there isn't any definite pattern that we can 

identify when increasing the sample sizes. We expected that adding more sample data to the fingerprint 

would allow for a better classification since more samples of a data type should allow for the fingerprint 

to better represent the characteristic features of the data type. Even in the worst case scenario, since 

the larger sample data set included the smaller sample data sets, we would expect the true positive rate 

to remain unaffected. Only a small number of results actually show such behavior, classification of zip 

type by byte frequency algorithm, text type by rate of change algorithm, doc type by n-gram analysis 

and ogg type by algorithm of Conti et al. 

In stark contrast to our expectations, the results shows cases where classification results actually 

deteriorate with addition of more sample data. This can be seem to some extent in the classification 

results of png type by byte frequency algorithm, pdf type by rate of change algorithm, ppt type by n-

gram analysis and jpg type by algorithm of Conti et al. 

There are also cases where adding more sample data randomly affects the classification results. This 

behavior can be observed particularly in xls data type classification by byte frequency algorithm where 

the first addition to the sample size causes a big decrease in detection rate, adding more sample data 

causes an increase in the detection rate while the last addition causes the detection rate to increase by 

more than double the previous value. 

We looked into some of the cases where the classification results vary a lot due to the addition of more 

data in order to examine what was happening. We describe our finding in the following paragraphs. 

For the byte frequency algorithm, we noticed a huge change in the classification rate for xls file types 

when we switched from 10% sample data set to 20% sample data set. The true positive detection rate 

for xls drops by a lot while the false positive detection rate for text increases considerably. Comparing 

text type with xls type can be a challenge since the text data are stored as ASCII characters by both 

types. A possible explanation for this behavior could be that the xls fragments from the test set already 



contained a lot of text data, but were not classified as text type since the text fingerprint lacked the 

appropriate values to classify them. This means that when we increased the sample size, the fingerprints 

were skewed in favor of text type. Further increasing the sample data size however once again increased 

the detection rate of xls type due to the xls fingerprint being able to identify not only the text data 

within the xls type but also the other fragments that the text fingerprint isn't able to classify. 

In the case of rate of change, the most significant changes in the classification rates upon increasing 

sample data sizes occur due to confusion between text type and xls and doc types while classifying the 

text test set. Our argument for before holds in this case as well, since the presence of text data within 

xls and  types, the detection rate for text type improves with added amount of sample data since this 

time, the absence of non-ASCII data would lead to more fragments being classified as text type. 

In the case of n-gram analysis, the algorithm confuses between doc, ppt and xls file types. Since they are 

all Microsoft Office document types, we would expect their fingerprints to be similar if not exact which 

would mean it is natural that they are confused with each other. The increase in the false positive 

detection rate for doc type and the decrease in the true positive detection rate for ppt type could 

probably be their fingerprint being too similar to each other that the algorithm cannot effectively 

classify them. 

The algorithm of Conti et al also show confusion between xls and text types and also between ogg and 

mp4, two compressed types. The confusion between compressed types when increasing the sample 

data could also be answered by their fingerprints being similar enough for the algorithm to be 

ineffective in classifying them. 

5.2.  Analyzing the results of the experiment 
In section 4.1, we presented the results of our experiments as a confusion matrix showing the true 

positive rate for the different file types (also referred to as recall as defined below).  The purpose of the 

table was to be able to show at a glance, the detection rates for the different file types. In this section, 

we would like to measure the overall accuracy of each algorithm as a single number along with the use 

of the recall and precision value to calculate the F-score for the algorithms. The overall accuracy of an 

algorithm is calculated as the  

                  
                                       

                         
   

The other number that we are interested in is the precision for all the algorithms. The formulas for 

precision is as follows: 

          
                        

                                                  
  

        
                        

                                                  
  

            
                  

                
  



 

Table 12: Precision and accuracy for BFA algorithms 

 

Table 13: Pericion and accuracy for ROC algorithms 

 

Table 14: Precision and accuracy for n-Gram analysis 

Algorithm Overall Accuracy

Byte Frequency 

Algorithm pdf zip text doc mp4 xls ppt jpg ogg png

10% sample data 1.00 0.27 0.42 0.05 0.23 0.51 0.00 0.37 0.28 0.25 0.33

20% sample data 0.26 0.34 0.05 0.26 0.33 0.41 0.29 0.24 0.30

50% sample data 0.26 0.34 0.26 0.47 0.36 0.30 0.25 0.31

100% sample 

data 0.25 0.45 0.02 0.26 0.57 0.35 0.32 0.23 0.35

Precision

Algorithm Overall Accuracy

Rate of Change pdf zip text doc mp4 xls ppt jpg ogg png

10% sample data 0.77 0.74 0.83 0.58 0.00 0.69 0.13 0.00 0.32

20% sample data 0.87 0.87 0.68 0.00 0.62 0.13 0.00 0.00 0.32

50% sample data 0.92 0.86 0.64 0.00 0.62 0.13 0.00 0.32

100% sample 

data 0.92 0.87 0.65 0.00 0.68 0.13 0.00 0.33

Precision

Algorithm Overall Accuracy

n-Gram Analysis pdf zip text doc mp4 xls ppt jpg ogg png

10% sample data 1.00 0.85 0.15 0.59 0.13 0.30

20% sample data 1.00 0.84 0.12 0.60 0.13 0.30

50% sample data 1.00 0.84 0.08 0.58 0.13 0.29

100% sample 

data 1.00 0.84 0.08 0.60 0.13 0.28

Precision



 

Table 15: Precision and accuracy for algorithm of Conti et al 

* The blank cells in the Tables above represent cases where there are no fragments classified in that 

type by that particular algorithm. 

 

Table 16: The F-Score for all the algorithms 

Looking at the F-Scores in Table 16, we still don't seem to have a clear winner as to which is the best 

algorithm. Rate of Change and n-Gram analysis have almost similar scores, but both seem unable to 

classify compressed file types. The probable reason for ROC's failure to handle compressed data types 

may be the lack of too much rate of change between consecutive bytes with high entropy data. Though 

rate of change rates slightly lower in the text type, it our scores n-Gram in doc and pdf types. On the 

other hand, as we have mentioned in the previous section n-Gram Analysis is almost 100 times faster 

Algorithm Overall Accuracy

Algorithm of 

Conti et al pdf zip text doc mp4 xls ppt jpg ogg png

10% sample data 0.39 0.48 0.36 0.26 0.24 0.44 0.20 0.18 0.36 0.17 0.29

20% sample data 0.39 0.48 0.37 0.27 0.05 0.47 0.19 0.16 0.18 0.14 0.24

50% sample data 0.14 0.48 0.44 0.32 0.00 0.66 0.18 0.16 0.18 0.13 0.29

100% sample 

data 0.39 0.48 0.44 0.31 0.00 0.66 0.18 0.18 0.17 0.13 0.28

Precision

Algorithm

pdf zip ext doc mp4 xls ppt jpg ogg png

Byte Frequency 

Algorithm

10% sample data 0.00 0.42 0.59 0.01 0.25 0.54 0.16 0.17 0.17

20% sample data 0.41 0.50 0.00 0.25 0.25 0.35 0.17 0.10

50% sample data 0.40 0.50 0.25 0.38 0.34 0.16 0.08

100% sample data 0.39 0.62 0.00 0.26 0.65 0.29 0.16 0.08

Rate of Change

10% sample data 0.37 0.00 0.73 0.50 0.80 0.22

20% sample data 0.36 0.79 0.50 0.75 0.22

50% sample data 0.35 0.80 0.49 0.76 0.22

100% sample data 0.35 0.85 0.50 0.80 0.22

n-Gram Analysis

10% sample data 0.17 0.89 0.12 0.74 0.22

20% sample data 0.18 0.89 0.11 0.75 0.22

50% sample data 0.13 0.89 0.10 0.73 0.22

100% sample data 0.10 0.89 0.11 0.74 0.22

Algorithm of Conti et al

10% sample data 0.10 0.46 0.44 0.16 0.37 0.38 0.06 0.23 0.16 0.08

20% sample data 0.08 0.46 0.46 0.16 0.06 0.41 0.06 0.22 0.09 0.07

50% sample data 0.00 0.47 0.57 0.13 0.00 0.55 0.07 0.22 0.11 0.06

100% sample data 0.08 0.46 0.57 0.16 0.00 0.54 0.06 0.20 0.12 0.05

F-Score



than the ROC algorithm per fragment analyzed. Though looking at the timing it may not seem a lot but 

considering that work in digital forensic requires GB and TB of data to be analyzed, the difference in 

timing would be  over 3.5 hours for only 1GB of data. 

n-Gram analysis scores extremely well for text types and xls types and with its advantage in speed, it 

could be used as a classification algorithm to the two types even though rate of change scores slightly 

better for xls types. For doc and pdf types, even though rate of change scores are pretty high, its longer 

processing time could be a hamper in the file carving process, which is already a very time consuming 

process, thus it might be suitable to compromise some accuracy for much faster speed, but that of 

course depends on the needs of the analyst. 

An interesting thing we note from the F-scores table is that the two faster algorithms, n-Gram analysis 

and byte frequency algorithm seem to complement each other in finding the chosen file types. In 

section 5.4, we will take a look at combining these two algorithms to see if we can achieve greater 

accuracy without compromising too much on performance. 

5.3.  Comparison of results with original experiments 

5.3.1. Byte Frequency Algorithm 

A number of differences are present with the way we have tested the Byte Frequency algorithm with 

how it was originally tested. The most important difference as can be seen from Table 3 is that the 

original experiment was performed on full files i.e. the fingerprint creation and classification were done 

with full files. In contrast in our experiments we have used 4KB fragments for fingerprint creation as well 

as the classification process. Another important difference between the experiments is the number of 

test data, the original experiment only tested 4 files for each type while we are testing on a much larger 

set. 

 

Out of the 10 file types that we have chosen for our experiment, 6 of them match with the original 

experiment. In Table 12, we list the results of the comparison of our experiment with the original 

experiment. 

 

Table 17: Comparison of BFA results with original experiment 

File Type

Original 

experiment TP 

rate

Overall accuracy 

of original 

experiment

10% sample 

data

20% sample 

data

50% sample 

data

100% sample 

data

10% sample 

data

20% sample 

data

50% sample 

data

100% 

sample data

27.50 32.97 30.13 31.13 35.24

doc 0.00 0.50 0.20 0.00 0.00

jpg 25.00 9.70 30.40 31.80 25.10

ppt 0.00 0.00 0.00 0.00 0.00

txt 75.00 96.20 96.30 96.30 96.20

xls 0.00 56.80 19.90 32.10 76.20

zip 50.00 86.00 88.00 88.20 89.50

Our experiment TP rate Overall accuracy of our experiment



We see that overall our setup of using 4KB fragments for test set and sample set seems to perform on 

the same level as the original experiment at the worst case which showing significant improvements in 

the best case. Even though we have presented a comparison between the overall accuracy of the 

algorithms, we do not feel this is a fair comparison as they difference in test set size is too large (4 files 

vs 13,365 files). We attribute the increase in the True Positive rate to having a larger sample data set 

than the original researches. We could say that the method of using 4KB fragments over full files, may 

have been a cause in the better TP rate but we cannot confirm this and the comparison results of n-

Gram analysis later in this section, seems to suggest against it. 

5.3.2. Rate of Change 

It is hard to make any concrete comparison of our Rate of Change implementation with the original 

experiment for the following two reasons: 

1) They do not provide any concrete numbers for us to compare our classifications against. They 

provide graphs plotted with detection rates against false positive rates, but we need quantitative 

data to make concrete comparisons. 

2) The focus of the research was identifying JPEG file fragments. They use an extension to the ROC 

method and present the TP and FP% only for their experiment with ROC and the JPEG extension. 

5.3.3. n-Gram Analysis 

The difference between the original n-Gram analysis experiment and our work is highlighted by the 

following two points: 

 They use full files for training and for testing they test on different sizes of the files in the test 

including the full file. We will only compare with the results of the full file because the sizes that 

the authors have employed all start from the beginning of the file i.e. there are more chances of 

encountering metadata than actual data. 

 All the file types that were actually causing us problems during our experiment were combined 

into one type as DOC by the authors. We do not afford ourselves this luxury as our aim is to be 

able to classify fragments for file carving purposes and so this purpose, it does matter whether a 

fragment was classified as either doc or xls or ppt. 

Leaving aside the 3 Mircosoft Office document formats, we still have 2 more file types in common with 

the original experiment, jpg and pdf. The authors report detection rate of 84% for jpg and 68.3% for pdf 

files. This is completely different what we have found in our results 0% and 10% respectively at best. 

We believe there could be two reasons why there is such a vast difference in the result. One of the 

reasons could be our use of 4KB fragments instead of full sized files, but the improvement in detection 

rate with byte frequency algorithm leads us to believe the problem lies in the second reason, i.e. 

combining the Microsoft Office document files into the doc type. Looking through our data, we see that 

most of the fragments for both jpg and pdf types have been confused with ppt and doc types. PPT type 

has a larger influence than doc type. In the absence of the ppt type or combining the documents types 

into one, we could achieve the percentages mentioned by the author but like mentioned before, for our 



purposes each file type, as long as it has been identified as a different type has to be tested as such in 

order to improve the performance of the file carver that we hope these algorithms will help. 

5.3.4. Algorithm of Conti et al 

Once again we must first explain the difference between the original experiment and our approach. The 

first difference is that the original experiment used 1KB fragments against the 4KB that we are using. 

Another difference between our approaches and probably the most significant is that in the original 

experiment classification was done by polling neighbor using the k-nearest neighbor algorithm. In 

contrast, we have opted to leave out the polling as when analyzing storage media we are more often 

than not likely to face situations where the storage of data is not serial but spread across all the chips of 

a storage media. 

The detection rates from the original experiment are better than our results. Most notably, they had 

42.4% detection rate for png type, 44.1 for jpg, 98.7 for text while we have 5%, 35.6% and 82.3% 

respectively at most. Once again, though the use of different fragment sizes pop up as a plausible cause, 

we still think that they differences in the results are basically due to the classification method we 

employed instead of using the k-nearest neighbor algorithm. However, we would like to do an 

experiment with 1KB fragment sizes to confirm whether it is actually better to employ smaller fragment 

sizes for the classification.  

5.4. Possibility of combining algorithms 
Looking at the interesting possibility of combining two algorithms that seem to complement each other, 

in this section we set out to see how the combination would fare with the help of Jaccard Indices that 

we calculated. For the purposes of simplicity, we have chosen BFA with 100% sample data and n-Gram 

analysis with 100% sample data. 

We try to combine the results of the two algorithms giving us a single classification result which acts 

almost like we have twice the data than what we tested. Calculating the F-Score for this new 

classification result actually leads to a lower score than when the two algorithms were individually 

checked. 

 

Table 18: Combined classification result (number of fragments) with F-Score 

pdf zip ext doc mp4 xls ppt jpg ogg png

pdf 12909 0 0 0 0 0 0 0 0 1

zip 85638 211119 5409 47654 62803 91 127007 100402 23257 172725

ext 62683 471 455502 120601 9821 57463 14333 4558 42647 6817

doc 79989 13705 1842 38818 123017 182 57944 79619 67866 31595

mp4 26825 7696 808 10295 60747 20 24440 36027 53081 17554

xls 41448 862 2907 171525 1035 416023 46239 10865 10548 8672

ppt 108360 221876 7129 63284 100484 124 157479 156617 168448 202768

jpg 15118 7617 990 8608 19909 7 21442 59754 19441 17154

ogg 38486 4222 456 11435 62655 23 17335 24016 79019 10029

png 3698 3840 328 2329 7995 2 6415 4088 9557 11530

UnClassified 4 0 7 261 0 43 32 0 0 1

F-Score 0.05 0.32 0.73 0.08 0.18 0.70 0.19 0.19 0.22 0.04



This leads us to the conclusion that adding the overhead of an extra algorithm may not necessarily lead 

to better classification results.  



6. Discussion 
We realize that our work has been limited to the four algorithms we have used. We would have liked to 

use more algorithms but the performance issues with running 4 instances for each algorithm quickly 

creeps up and the total time needed for the analysis increases a lot. The algorithms that we have chosen 

are some of the less computational heavy algorithms that we have seen and even with these algorithms 

it takes around 5-10 hours to run one instance of all algorithms over 1GB of data. The case for choosing 

fast algorithms is to try to make sure that the increase in accuracy for file carving does not bring about a 

drastic decrease in performance. In case of the need to analyze 1 TB or larger amount of data, we still 

need algorithms that have better performance. That is what make this problem not only a digital 

forensic problem but a software engineering one too. 

There is also an issue of the limited number of types that we have included in our experiment. There are 

many file types that we would have liked to include in this experiment but we couldn't for the primary 

reasons that it isn't easy finding enough data for us to use for the different file types. We could have 

used search engines to look for different file types but there is a limit to the number of types that search 

engines can find too. Even if we did find the amount of data we were looking for, the sheer volume of 

work required to make sure that we wouldn't be violating any copyright laws or licenses in using the files 

would make the process impossible. Furthermore, we first wanted to see that the results on a limited 

set of file types were actually good enough to warrant the need for working on a large set. Even with the 

limited file types we have used, we have seen that classification for file fragments is neither fast nor very 

accurate and since the results were not as good as we expected, even the limited set of file types has 

shown that these algorithms are not ideal for file fragment classification. 

 Another point for consideration would be whether the first 10% of the data set that is used in 

fingerprint generation of all sample data, was so inconsistent with the data that was tested that it 

actually biased all the results. As an example, we can look at the Microsoft Office document files that 

seem to bias all algorithms. The xls, ppt and doc types have the highest classification results combined. If 

there was a bias created towards these file types due to the files the data that we have used then it 

wouldn't be a problem with the algorithms and this would void our findings in this experiment. We have 

intentionally tried to make the data sets as diverse as possible using files from different sources and by 

employing a large data set we have tried to make sure that such biases, if any, are minimized by the data 

in other sets.  

One of the biggest problems with classifying file types is whether we can say we had a representative set 

for the algorithms to work on. There we no way, that we know of, that we can prove that we did. With 

the sheer amount of data out there and the number of different types that can be used in the process of 

creating a single type, like pdf and doc files can contain text and images and the different little 

differences in jpg files between vendors of different cameras, it would be impossible to say for certain 

that we did have a representative file set. The best we can do is make sure that we use as much data as 

possible, which is what we have done in this experiment. Our use of data from a variety of source and 

the amount of data we have used allows us to rest assured that we indeed have a very diverse set of 

data to represent the file types, if even they more be exactly representative sets.  



7. Conclusions and Future Works 
In this section we present the conclusion we have reached through our experiment in section 7.2 and 

finally the work that we would like to include in the future in section 7.3. 

7.1.  Conclusion 
We wanted to know if there was a best algorithm for classifying file types. Through the experiment, we 

have shown that for text and xls types, rate of change and n-gram analysis perform considerably well 

with scores of  89% and 80% respectively. For the other types however the results from the all the 

algorithms weren't as good. The best scores we could get were of around 50% for the doc type by the 

rate of change algorithm. In terms of performance, we see that the n-gram analysis is clearly superior to 

the other algorithms by a huge margin. This leads us to conclude that if we had to say that there was an 

algorithm that was the best, it would have to be the n-gram algorithm, not because it provides us with 

very good results but because it superior performance. File carving is already a very time expensive 

process, we wouldn't want to add more performance issues to it, so with the results that we have seen, 

we would use n-gram analysis to get an idea of the type of the fragment while losing the least possible 

time, since as we can see from the analysis results, there is a possibility of using up hours and days to 

classify fragments in case we have 1TB of data. 

Looking at the final results, we feel compelled to question whether cheap and fast fragment 

classification methods will actually work. Our results show that we could spend hours analyzing the 

fragments, but at the end we could still be nowhere near to knowing what file type it was. Our 

confidence on the classification results would be less than 50%. That would mean that the classification 

results have almost the same predictive results as a coin toss, random at best.   

7.2.  Future works 
In the near future, we would like to repeat our experiment to include more algorithms and more file 

types. We would like to see how the other algorithms perform on the same data set that we have used 

to these 4 algorithms as well as see how all the different algorithms would perform on a new data set 

which would answer if we had a 10% sample data set that actually affected the results of our 

experiment. This would also help us to answer the question that has risen from this experiment of 

whether cheap and fast fragment classification will actually be possible.  
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Table 19: Classification results for BFA (10%) 

 

Table 20: Classification results for BFA (20%) 

 

Table 21: Classification results for BFA (50%) 
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Table 22: Classification results for BFA (100%) 

 

Table 23: Classification results for ROC (10%) 

 

Table 24: Classification results for ROC(20%) 
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Table 25: Classification results for ROC (50%) 

 

Table 26: Classification results for ROC (100%) 

 

Table 27: Classification results for n-Gram (10%) 
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Table 28: Classification results for n-Gram (20%) 

 

Table 29: Classification results for n-Gram (50%) 

 

Table 30: Classification results for n-Gram (100%) 
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Table 31: Classification results for Conti et al (10%) 

 

Table 32: Classification results for Conti et al (20%) 

 

Table 33: Classification results for Conti et al (50%) 
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Table 34: Classification results for Conti et al (100%) 
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