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	Date & Time
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	Summary & action points
	JRS + all
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1 Minutes
1.1 Summary

1.1.1 Identification of collaborations

Potential collaborations between partners have been identified. Further details shall be worked out in the next 1 ½ months and detailed in next meeting.
(Next meeting WP3, WP4, WP5 will take place from 27 – 28 March 2006 (CWI, Amsterdam)
A strong synergy between audio, text and video people (multimodal analysis) could be already identified during the meeting.
1.1.2 State of the art report
In connection with the preparation of the "state of the art report on MM content analysis" (D3.1) the following issues were clarified:
( Action plan set in order to get report ready in PM5 (see APs below)
( derive research plan for WP3 and collaborations from this state of the art report

The state of the art report and the research plan shall be consolidated during next meeting 27 – 28 March 2006 (CWI, Amsterdam).
1.1.3 Specification of metadata requirements
Action plan defined to get AV low- and mid level feature metadata requirements from WP 3; also in interaction with WP 4 and 5. See APs below for details.
1.1.4 Definition of type of content to be used

The following types of content have been initially identified for being used in integrated activities:
· news (mostly explored, EURECOM, INA)

· sports (EURECOM has content from news, sports – parts could be shared)

· TV feeds

· music (GET)

· rushes (BBC)

· images

· surveillance data (TUB)

· 3D objects (aim@shape)
Modalities covered include: video, audio and text.
1.2 WP3.1 Content Structuring (Eurecom)
Basic goal of WP3.1: structure content based on low level features and multimodal analysis. The emphasis lies here on temporal structuring (in contrary to WP3.2 where spatial structuring is performed).
Types of genres normally people are interested include: cartoons, commercial, news, music, sports. For those types of genre the "grammar" is quite clearly defined.
· news (mostly explored, EURECOM, INA)
· sports (EURECOM has content from news, sports – parts could be shared)
· TV feeds
· music (GET)
· rushes (BBC)
· images

· surveillance data (TUB)
· 3D objects (aim@shape, GET)

Questions / comments raised include:

· which kind of content shall we focus on? 
· news content is already quite deeply explored in various projects. Maybe we shall use K-Space to explore different kind of content. On the other hand DFKI intends to cluster K-Space with MESH, which is dealing with news. So definitely K-Space could also explore different kind of content. Examples include: cultural events, like theater, dancing etc.
· how can we get ground truth for analysis tasks?

1.2.1 Aspects partners want to focus on
EURECOM: segmentation of news stories (visual info, text from text captions) – key frames, summarization of video documents
DFKI: clustering with MESH would be possible (to start in March 06), where DFKI is involved on the topic of text parallel to iamge/video).
JRS: reliable cut and dissolve detection, automatic camera movement extraction, motion clustering, shot to shot similarity, video summarization, stripe image generation, manual content annotation
DCU: news content structuring, face detection – anchor persons, shot grouping, link individual news stories;
event based summarization of field sports (soccer, field hockey, …) ( generic approach

structuring of movie content (structure as directors have made them ( dialogues, action scenes). Get semantic of segments (e.g. dialogue scene, action scene, …). Speaker identification.
INA: structuring of continuous TV streams (e.g. derive programs). Then: structure content of the same type (e.g. sports, news).
GET: main interest in audio structuring ( synergy with audio people. Multimodal aspect: combine visual and audio features to structure content. Structuring of musical clips ( find out correlation between video and audio shots. Core expertise on music clips, interest also in other type of media. New areas: speaker recognition, speaker change detection.
TUB: speaker recognition, speaker segmentation (training in advance, training during feed), genre classification, stable face detection (& recognition); interest in temporal structuring (currently only news content).
1.3 WP3.2 Moving 2D and 3D Object Segmentation and Indexing (DCU)
Main goal of this task is the segmentation of 2D & 3D objects and the indexing of 3D objects. In contrary to WP3.1 this task concentrates on spatial structuring.
Initial ideas:

· region based segmentation approaches

· low level features for regions (colour, shape, …)

· interrelation ship of individual regions (( area from WP4, WP5)?

1.3.1 Aspects partners want to focus on
DCU:

2D: region based segmentation; interact with objects (inside, outside of objects), learning of characteristic shapes of objects
3D: capturing multiple views of museum objects and infer object information ( interest: how to index those objects.

QMUL:

have low level features from objects and want derive high level features (object recognition)
JRS:
only 2D object segmentation and recognition.

a) surveillance application (fixed camera) – detection, segmentation and recognition of persons, tracking (indoor and outdoor)
b) segmentation of moving objects (moving camera)
c) detection, segmentation, recognition and tracking of certain object classes, e.g. logos and others
e) fast region segmentation (color, texture)

GET:
has a 3D object database (start from photographs of museum objects and generate 3D objects out of them) ( strong interest in 3D object indexing;
goal: find 3D models based on 2D image input to the system
overlap: use 2D segmentation techniques from video people in order to apply them on 3D objects (museum objects)
STRONG overlap with DCU (museum objects)
( common object store for (3D) objects in databases (currently application dependent)
EURECOM:
segmentation of objects

object tracking (iTV sector)

evaluation material with ground truth
TUB:
surveillance application to steady background (illumination change, shadows, NOT changing of background) ( overlap with JRS, EPFL!
tracking of objects, very stable face detection (work on face recognition)
interest: recognition of persons not based on face detection (shape, …), behaviour understanding
EPFL:
surveillance – statistical segmentation of objects

extraction of motion, shape and color + clustering
perception based segmentation
1.4 WP3.3 Audio-/Speech Processing and Text Analysis (GET)
Goal of the task is to advance the state-of-the-art in audio semantic analysis and feature extraction and analysis algorithms to handle high-level, conceptual representations of knowledge.
All types of audio sources shall be considered, ranging from speech to complex polyphonic music signals. Furthermore text analysis using text in images and text from speech processing shall be considered in order to derive mid-level features.
1.4.1 Aspects partners want to focus on
Background GET:

music:

tools for audio signal analysis; music signal indexing: instrument recognition, rhythm detection, music notes estimation, noise cancellation
interest: content based feature extraction, segmentation and indexing of audio streams (singing voice detection), audio transcription
algorithms work also on MP3 quality

speech:
interest: enriched ASR output: punctuation, capitalization, disfluence recovery (error removal), 
detection of emotion (humor, anger, excitement…), 
relate speech of speakers with sown slides
speaker identification using audio + video
text:
information extraction  (locations, …)
knowledge extraction  ( WP4! (term relation, term acquisition, how to integrate ontologies)

technology shall be suitable for ASR/OCR outputs. GET has ASR software
TUB: strong overlap
overlap in speech processing (speaker segmentation, clustering, change detection, recognition), music classification (kind of instruments, genre) and furthermore sound classification and segmentation.
overlap in text processing: OCR extraction of text from videos

interest in robust ASR
DFKI:
strong overlap with text analysis (including Information/Knowledge Extraction on the top of text analysis). Deeper background in text analysis ( also strong link with WP4 and WP5 (task 5.4)

Fusing ontologies to get semantic meaning out of text, pos. + neg. mentions 

interest in semantic annotation of speech.

Also interest to detection of annotation of emotion (link to the “Humaine” NoE).
QMUL:
scene segmentation based on text and also music 
EURECOM:
low level, noise separation, already collaboration with GET
( text for news and sports very important! Much information contained also in the image (tickers); to be linked with hi-level semantic!
1.5 WP3.4 Content Description

Main objective of this task is to make metadata exchangeable a) within WP3 and b) within K-Space project (WP4, WP5)
Focus for metadata of WP3: low to mid level features, thus representation in MPEG-7.
First step to be performed is to find out which metadata will be exchanged based on collaborations between partners. Based on this information descriptors an appropriate infrastructure will be developed.
This task is a horizontal activity within WP3 and will align metadata exchange amongst WP3.1, WP3.2 and WP3.3. Furthermore the resulting infrastructure will act as an interface to WP4 and WP5 and WP6.

Background JRS:
JRS defined detailed audio visual profile (DAVP) ( enables efficient exchange of metadata between heterogenous systems/components. DAVP is a meaningful extract of the MPEG-7 standard.
Interest: extend this DAVP on demand for K-Space, define appropriate profile and scheme.
JRS offers following software:
· MPEG-7 library, C++ API for MPEG-7 XML description generation, free of use, not open source

· document share server, sharing one MPEG-7 document by multiple clients, access via webservice shall be targeted
To be clarified after having basic requirements on metadata: how to relate / link semantic information coming from semantic metadata defined in WP4 and WP5 shall co-exist with low level data of WP3.
( to be clarified: interrelate low/hi level in next meeting
For text analysis probably also hi-level semantic representation will be needed. Details how this can co-exist with low to mid-level metadata have to be clarified.
A schedule to gather the WP3 AV metadata requirements has been discussed, results see action points in section 1.7.3.

1.6 Identification of initial collaborations

	Partners
	Topic
	Task(s)

	TUB, GET, EURECOM, DCU, DFKI
	speech processing – speaker identification, speaker segmentation, music instrument recognition, audio genre detection

Speaker identification, speaker change detection, speech/music classification

semantic annotation of speech transcript including emotion [DFKI]
	WP3.1, WP3.3

	GET, TUB, DCU, JRS, EURECOM, QMUL
	combination of audio analysis with visual analysis in order to structure content
	WP3.1

	JRS, TUB, EPFL, DCU
	surveillance application – 2D object segmentation, tracking and recognition
	WP3.2

	GET, DCU
	Segmentation and indexing of 3D objects
	WP3.2

	DFKI, GET, WP4
	extraction of knowledge out of text
	WP3.3

	EURECOM, GET
	low level audio analysis (noise removal)
	WP3.3

	JRS, TUB
	OCR in video content
	WP3.3

	JRS, all WP3, WP4, WP5
	Requirements on metadata (to be exchanged between partners)
	WP3.4

	JRS, WP4/WP5
	exchange of low to mid level metadata
	WP3.4

	JRS, CWI, ITI, KU
	Definition of a MM ontology
	WP4.1


( this list has to be put into a clear list of activities which will happen in the first 6 months and within the first year.

Deadline for consolidated workplan (integrated tools/applications) for at least 6 months (or beyond): 28 Feb 2006 internal the WPes

( not (necessarily) driven by use cases but by integration activities e.g. TrecVid (gives tasks!). 

These workplans shall then be aligned during the next K-Space meeting in Amsterdam (27 – 29 March) ( consolidated workplan for TrecVid system
1.7 Action points

1.7.1 Identification of initial integrated collaborations
	What
	When
	Who

	first draft of integrated applications
	7 February 2006
	JRS

	input from partners on integrated applications
	22 February 2006
	all + WP4, WP5

	final plan for WP3 integrated applications
	28 February 2006
	JRS

	alignment of WP3 integrated applications with WP4 and WP5
	27, 28 March 2006 during next meeting
	all + WP4, WP5

	Final workplan with initial integrated applications for WP3
	10 April 2006
	JRS


1.7.2 State of the art report

	What
	When
	Who

	In order to speed up the elaboration of the table of content, partners should inform Eurecom of any topic (headers) they wish to include in the document
	30 January 2006
	all

	first draft – table of contents
	31 January 2006
	EURECOM

	feedback on table of contents
	14 February 2006
	All

	consolidated first draft structure of state of the art report
	17 February 2006
	Eurecom

	First input of partners (content)
	15 March 2006
	All

	Clarification of open issues, first discussion of research plan
	27, 28 March 2006
	all (during next project meeting in Amsterdam), moderated by EURECOM

	Consolidated version
	1 April 2006
	EURECOM

	Discuss plan and derive research objectives
	24 April 2006
	meeting

	Final input
	30 April 2006
	All

	Final report
	10 May 2006
	EURECOM


1.7.3 Requirements on metadata
	What
	When
	Who

	Issue template for requirements collection
	28 February 2006
	JRS

	Input on required metadata
	15 March 2006
	all + WP4, WP5

	Discussion on first draft, align requirements
	27, 28 March 2006
	all (during next project meeting in Amsterdam), moderated by JRS


1.8 Next WP3 meeting 
27 – 28 March 2006, CWI, Amsterdam
· state of the art report

· harmonize view on metadata representation (together with WP4, WP5 leader)

· detailed workplan for integrated applications within WP3,4 and 5
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