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1 
WP3 Working Meeting

1.1 Attendees

	Name
	Email
	Affiliation

	Zeljko Obrenovic
	z.obrenovic@cwi.nl
	CWI

	Joemon Jose
	jj@dcs.gla.ac.uk
	GU

	Frank Hopfgartner
	hopfgarf@dcs.gla.ac.uk
	GU

	Benoit Huet
	Benoit.Huet@eurecom.fr
	EURECOM

	Antony Schutz
	antony.schutz@ eurecom.fr
	EURECOM

	Jean Carrive
	jcarrive@ina.fr
	INA

	Juan Jose Burred
	burred@nue.tu-berlin.de
	TUB

	Martin Haller
	haller@nue.tu-berlin.de
	TUB

	Joeman Jose
	jj@dcs.gla.ac.uk
	GU

	Richard Arndt
	rarndt@uni-koblenz.de
	KU

	Pavel Smrz
	smrz@fit.vutbr.cz
	UEP

	Pavel Praks
	pavel.praks@vse.cz
	UEP

	Miroslav Vacura
	vacuram@vse.cz
	UEP

	Martin Svihla
	svihlam@vse.cz
	UEP

	Kevin McGuiness
	kmcguinness@computing.dcu.ie
	DCU

	Tomasz Adamek
	adamekt@eeng.dcu.ie
	DCU

	Gordon Keenan
	gkeenan@eeng.dcu.ie
	DCU

	Yousri Abdeljaoued
	yousri.abdeljaoued@epfl.ch
	EPFL

	Essid Slim
	slim.essid@enst.fr
	GET

	Gael Richard
	gael.richard@enst.fr
	GET

	Reede Ren
	reede@dcs.gla.ac.uk
	GU

	Anastasios Gounaris
	gounaris@iti.gr
	ITI

	Peter Schallauer
	peter.schallauer@joanneum.at
	JRS

	Herwig Zeiner
	herwig.zeiner@joanneum.at
	JRS

	Herwig Rehatschek
	Herwig.rehatschek@joanneum.at
	JRS

	Roland Mörzinger
	roland.moerzinger@joanneum.at
	JRS

	Marcin Grzegorzek
	marcin.Grzegorzek @elec.qmul.ac.uk
	QMUL

	Paul Buitelaar
	paulb@dfki.de
	DFKI


1.2 Agenda

	1. Opening of the meeting
	JRS
	11:50

	2. D3.1 State-of-the-Art Report on AV CA (conclusions)
	Eurecom
	11.55

	3. Temporal music video structuring
	DCU
	12.05

	4. Sparse representation for audio indexing (conclusions)
	GET
	12.15

	5. Temporal alignment between audio and complementary text
	INA
	12.25

	6. D3.3 setup planning
	GET
	12.35

	7. Proposal: On audiovisual indexing (Segment a TV feed to programs)
	GET
	12.45

	8. Proposal: Study on audio classif. robust against sound deformations
	GET
	12.55

	9. Action points and conclusions
	JRS+all
	13:05

	10. Close of WP3 working meeting
	
	13.20


1.3 Introduction

The welcome note was delivered by Peter Schallauer (JRS) and the agenda for the meeting was presented, with specific objectives to conclude on finished research activities, to discuss current research activities and to setup newly proposed research activities.

1.4 WP 3.1 - Content Structuring

1.4.1 D3.1 State-of-the-Art Report on AV CA (conclusions) (EURECOM)

D3.1 was sent mid of June 2006 to the European Commission. Finalization was performed by QMUL.

Conclusions: the report significantly contributed to identify overlaps between research partners and helped to kick-off the partner collaborations. Furthermore it could be identified, that all partners have a deep know-how in the area of MM indexing.

For making a book out of it, still a lot of editorial work would be needed. To be discussed in WP7.

1.4.2 Proposal: On audiovisual indexing (Segment a TV feed to programs) (GET)

Apply audio and visual indexing in order to temporally segment a TV feed to programs. Interested parties are GET, INA, DCU, QMUL and TUB. 

A new proposal was presented by GET on the following possible application: segment a talk-show like TV program into "chapters"

· Main motivation: a problem where both audio and video are clearly needed

· Problem: no data to share with partners
· AP4.3.9: Investigate if talk-show like TV programs can be can be provided/accessed (INA/GET): 2006-10-01
A proposal was presented by DCU for content structuring of TV videos (combined audio and visual analysis):

· speaker classification: use GET or TUB speaker classification in order to improve indexing techniques of DCU

One main question is on what corpus the work will be done? A work plan will be discussed and proposed until the end of the Graz meeting by GET.

· AP4.3.27: Action plan setup (corpus identification, expected partner contributions) with INA, DCU, TUB and QMUL; to be sent to WP3 for commenting/joining (GET) : 2006-08-31

1.5 WP 3.2 - Moving 2D and 3D Object Segmentation and Indexing

1.5.1 Temporal music video structuring ( Music video indexing (DCU)

Activity name was misleading; new name of collaboration is "Music video indexing". 

Overall goal of the collaboration is the automatic transcription of drum sequences. The approach is on combined audio and visual analysis. Main focus is on how visual analysis can help to improve the audio part.

GET: audio part (audio analysis, transcription of drum sequences),
 
DCU: video part (visual analysis, segmentation/tracking (position of drum sticks, etc.)

A concrete action plan and organisation of the work has to be agreed between DCU and GET. The target of this work is to evaluate the importance of visual information in the task of “Audiovisual music videos drum transcription”

A plan was provided to WP3 at the end of the Graz meeting. It is recalled below:

· Towards a “low-level” AV features drum transcriber

· AP4.3.2: Build a DVD of additional AV drum sequences and send it to DCU (GET) : 2006-09-01
· AP4.3.3: Set-up an improved drum transcription system trained on drum sequences (GET): 2006-09-27
· AP4.3.4: Initial version of the automatic segmentation of drum tops (DCU): 2006-09-15
· AP4.3.5: Build an audiovisual drum transcription system based on output of both algorithms on drum only signals and on drum + other musicians signals (GET): 2006-10-31
· Towards “high level” video features integration

· AP4.3.6: Build a drum stick tracking ground-truth to evaluate the potential of the visual information on this task (DCU): 2006-10-01
· AP4.3.7: Feasibility/Usefulness study for an automatic drum stick tracking algorithm (DCU/GET): 2006-10-15
· AP4.3.8: If feasible: Build an audiovisual drum transcription system using high-level video features. Also a comparison between the two approaches “low-level video/audio transcription” and “high-level video/audio transcription” (DCU/GET): 2006-30-11
Another proposal for content structuring of music videos (combined audio and visual analysis) concerns music video genre classification. A tentative plan schedule was proposed: 

· AP4.3.10: Send the current music video database to DCU (GET): 2006-09-01
· AP4.3.11: Specification of the task (ideal database, genres definition feasibility study, resource needed) (GET/DCU): 2006-10-01
· AP4.3.12: Decision to continue or stop (GET/DCU): 2006-10-15
1.6 WP 3.3 - Audio/Speech Processing and Text Analysis

1.6.1 Temporal alignment between audio and complementary text (INA)

Navigation in classical plays recordings

The activity to temporally align audio with text in classical theatre plays is ongoing. Involved partners are INA and GET.

Improve retrieval/navigation in databases of recorded classical theatres, study prosodic strategies used by actors to play with the verse constraints to convey emotions (sadness, anger, …).

· AP4.3.13: Specification / Development of automatic alignment tool (almost) Done, Open question: speaker adaptation (GET), 2006-10-30
· AP4.3.14: Segmentation of a larger subset of recordings end of October 2006 (INA), 2006-11-30
· AP4.3.15: Per verse, half-verse syllable, phone computation of prosodic marks (F0, energy, duration) end of December 2006 (GET), 2007-01-30
· AP4.3.16: Specification / Development of a visualisation / Search tool DL to be defined (INA), 2007-04-30
· AP4.3.17: Statistical analysis of prosodic features: March 2007 (GET), 2007-04-30
Les Actualites Francaises

INA presented a collection of news (film) displayed in movie theatres between 1941 and 1969 (one document per week, all in all approx. 1400). The films are well documented (semantically annotated, shot size annotated), however temporally not good aligned. 

The task is to temporally align these semantic/textual annotations audio/visually to the video.

For the activity 16 already digitized documents can be considered.

It has to be decided if GET joins this activity, DFKI showed interested to work on that news data.

· AP4.3.19: Submit paper to IEEE Trans. on SALP (GET), 2006-09-15

· AP4.3.20: Specification on putting up ground truth data in order to get transcription of midi/wav (GET), 2006-10-30

· AP4.3.21: discussion on how to integrate TUB into collaboration ‘Sparse representation for audio indexing’ (GET/TUB), 2006-09-15

1.6.2 Sparse representation for audio indexing (music instrument classification) (GET)

Collaboration (GET, QMUL and external partner LAM) is still on-going. Interim results have been submitted for publication in a conference (Satellite workshop of SAMT’06) and extended results will be submitted to a journal paper (IEEE Trans. SALP) around mid December. Idea: decompose the signal into atoms, put them together to molecules and finally recognize music instruments out of these molecules.

TUB also expressed interest to participate in this collaboration, with special interest in audio classification and source separation. GET will discuss it with TUB.

Work performed will be reported and documented in D3.3

1.6.3 D3.3 Setup planning: Technical Report on Audio and Speech Processing (M12) (GET)

Content: work done

The main content shall focus on the work done within K-Space! State of the art is only a minor issue. If included, it should be a complementary update of D3.1 and not copying.

Contributors of D3.3: GET, QMUL, TUB, DFKI, DCU (visual part – mainly in D3.2, but cross reference to be made in both deliverables).

A detailed plan for setting up the deliverable D3.3 is presented by GET:

· AP4.3.22: TOC by GET: 20 Sep 2006 (all partners shall contribute on this proposal who wants to contribute what) (GET), 2006-09-20
· AP4.3.23: Partner contributions of sections/chapters; (QMUL, TUB, DFKI, DCU, GET), 2006-10-31


· AP4.3.24: Consolidated version by GET (GET), 2006-11-15

· AP4.3.25: Proof reading (JRS), 2006-11-30

· AP4.3.26: Final version by GET (GET), 2006-12-15
1.6.4 Proposal: Study on audio classif. robust against sound deformations (GET)

Partners interested in this activity are GET, TUB and QMUL. A workplan will be discussed by GET, TUB and QMUL. An action plan proposal has been discussed and will be sent by GET and TUB to WP3 when finalised (until Sept. 15th).

· AP4.3.18: Action plan setup with TUB and QMUL, to be sent to WP3 for commenting/joining (GET), 2006-09-15

2 WP3 Plenary Meeting

2.1 Agenda

	1. Opening of the meeting
	JRS
	9.00

	2. Video region segmentation tool (incl. Demonstration)
	DCU
	9.05

	3. Ground truth setup of video/image region segmentation
	QMUL
	9.30

	4. D3.2 setup planning
	DCU
	9.40

	5. Improve speech2text by using ontologies
	GET
	9.50

	6. AV content description 
	JRS
	10.00

	7. Proposal: Formalizing Semantics of MPEG-7 descriptions
	JRS
	10.10

	8. Action points and conclusions
	JRS + all
	10.20

	9. Close of WP3 plenary meeting
	
	10.30


2.2 WP 3.2 – Moving 2D and 3D Object Segmentation and Indexing

2.2.1 Video region segmentation tool (incl. Demonstration) (DCU)

DCU demonstrated the segmentation tool which shall be part of the future evaluation activity within WP3.2. In specific it will be used for semi-automatic creation of ground truth segmentation and for automatic running various segmentation algorithms (region segmentation and tracking). The tool is planned to be used also for cross WP activities, especially in connection with WP 4.2. The tool accepts images as well as videos, can run with a GUI and as command line tool.

All in all three segmentation algorithms are included, two from DCU and the mean shift segmentation algorithm from JRS. Algorithms can be integrated by implementing an API defined by the DCU tool. Algorithms from EURECOM and ITI will follow.

The tool is available for download for all partners including API documentation, binaries and source code. 

Region low level feature extraction will not be a focus for upcoming development, although features description shall be foreseen in the MPEG-7 region description format.

Most important functionalities still missing:

· Currently regions are not stored in MPEG‑7; regions are stored in PNG images; final interface must be metadata.

· Evaluation? How can results of different algorithms be compared, currently only label image output available?

Next steps:

· two more algorithms to be integrated by EURECOM (ncuts) and ITI (saliency)

· integration of semi-automatic object based segmentation tool (including tracking functionality) and MPEG-7 region description by DCU ( this will enable for setting up ground truth data

· Development of a separate tool for evaluation

· EPFL will develop a reference database for setting up ground truth data (evaluation metrics)
	AP4.3.29
	EURECOM
	Integration of ncuts algorithm into segmentation tool
	30Sept06

	AP4.3.30
	ITI
	check if the integration of saliency algorithm into segmentation tool is feasible
	15Sept06

	AP4.3.31
	DCU
	integration of semi-automatic object based segmentation tool including tracking functionality
	31Oct06

	AP4.3.32
	EPFL
	Development of a software tool for the evaluation of segmentation algorithms (evaluation metrics)
	31Oct06

	AP4.3.33
	ITI
	send list of WP4 requirements on low level feature description to DCU/JRS
	15Sept06

	AP4.3.34
	DCU/JRS
	Specify requirements for MPEG‑7 description (segmentation tool output format)
	30Sep06

	AP4.3.35
	JRS
	Specify MPEG‑7 descriptors (segmentation tool output format)
	15Oct06

	AP4.3.36
	DCU
	Implementation of MPEG-7 descriptors (segmentation tool output format)
	15Nov06


2.2.2 Ground truth setup of video/image region segmentation

This task can start with the availability of the video region segmentation tool (planned for October 31st06). All the AP discussed during the Athens meeting are shifted according that date.

	AP4.3.37
	QMUL
	set up of ground truth for video/image region segmentation (starts with availability of the video region segmentation tool)
	30Nov06


2.2.3 D3.2 Setup planning: Technical Report on Moving Object Segmentation (M12) (DCU)

State of the art shall only be updated (complementary to D3.1). Main content will be K-Space segmentation tool, description of automatic approaches, description of the semi‑automatic segmentation tool. EPFL wants to contribute the evaluation metrics.

Contributions are expected from: DCU, JRS, ITI, Eurecom and EPFL. The D3.2 roadmap is:

22 Sep: initial version, TOC to all partners

29 Sep: provide feedback

06 Oct: distribute updated document

03 Nov: first partner input arrived

10 Nov: distribute consolidated version

17 Nov: clarification of open issues

24 Nov: final comments from partners

1 Dec: final version of D3.2 ready for proof reading

	AP4.3.38
	DCU
	Setup of D3.2, input from DCU, JRS, ITI, EURECOM and EPFL, a detailed roadmap can be found above.
	01Dec06


2.3 WP 3.3 - Audio/Speech Processing and Text Analysis

2.3.1 Improve speech2text by using ontologies (GET)

Joint activity between GET and DFKI. There is a problem with getting evaluation data – they exist, but currently GET has no access on them. This data has semantic descriptions as well as full audio transcriptions.

A potential work around would be news data set presented by INA in WP3 working session. However, this data is not fully transcribed, only semantic descriptions are available.

Currently DFKI is investigating currently also annotating manually a corpus (semantically and transcription), this data would be another alternative to be used within this collaboration.

	AP4.3.39
	GET
	Continuously update on getting evaluation data set for ‘improve speech2text by using ontologies’
	ongoing

	AP4.3.40
	GET
	Study feasibility of using news data from INA as evaluation data set
	30Sep06


2.3.2 AV content description (JRS)

JRS finalise the input to D3.1, a section about MPEG-7 in practice issues is included.

A content description requirements document has been setup and is available on the document store (svn://138.37.35.159:3690/opt/webroot/kspace/svn/WP3/WP3.4/KS-D3-4_Descr_Req-JRS-2006_06_08-V1-0.doc). TRECVid 2006 requirements are included. 

This document shall be updated whenever an MPEG-7 metadata exchange is required by any collaboration within KS. A new document version shall be created and JRS shall be notified for specification of necessary MPEG-7 descriptors.

Currently only four partners are involved in WP3.4 (JRS, INA, CWI, TUB), however, 9 partners are involved according TA. All WP3.4 partners shall clarify their role within the task.

Next goal for WP3.4: Build infrastructure to support creation and interoperability of MPEG-7 descriptions to enable/ease metadata exchange within WP3, between WP 3 and WP 4/5, TRECVid 2006 and beyond K-Space.

JRS presented possible infrastructure components, which are MPEG-7 APIs, a Description Specification Repository to access descriptor/profile definitions and MPEG-7 extension definitions, a MPEG-7 document sharing/management infrastructure and a MPEG‑7 description validation service. CWI supports the idea of building up a Description Specification Repository and points out, that such a useful infrastructure is currently not available at all.
Some partners like GET have no experience with MPEG-7 and will need help/examples how to provide input.

Next Steps:

· Gather requirements together with WP6

· Specify Description Infrastructure

	AP4.3.41
	All
	Continuously: Whenever MPEG-7 metadata exchange is required by any collaboration within KS update MPEG-7 description requirements document on document store and notify JRS for specification.
	ongoing

	AP4.3.42
	TUB, GU, GET, INA, EURECOM, EPFL, ITI, KU
	Each partner to clarify contribution to WP3.4. Send proposal to JRS and QMUL.
	20Sep06

	AP4.3.43
	JRS
	Set-up document with requirements and ideas on MPEG-7 description infrastructure
	15Sep06

	AP4.3.44
	TUB, GU, GET, INA, EURECOM, EPFL, ITI, KU, CWI
	Send your planned contributions / feedback/ideas on MPEG‑7 infrastructure requirements document to JRS
	30Sep06


2.3.3 Proposal: Formalizing Semantics of MPEG-7 description (JRS)

JRS introduced a new activity on validation of MPEG-7 documents by the help of ontologies. Partners involved so far are JRS and CWI.

The goal of the activity is to formalize semantics of MPEG-7 profiles (starting with DetailedAudioVisualProfile). Potential applications are:

· Automatic validation of MPEG-7 descriptions against a profile

· Automatic mapping of MPEG-7 descriptions between different MPEG-7 profiles

There is an overlap with WP4/KU and the definition of the MM ontology. KU is willing to contribute. Further discussions have to be performed. The currently used ontology for modelling semantic constraints of MPEG-7 DAVP descriptions is publicly available at http://iis/mpeg%2D7/davp/semantics/ontology.htm.

A simple prototype validation service is publicly available at http://iis.joanneum.at/mpeg-7/davp/semantics.

It has been agreed that the proposed activity ‘Formalizing Semantics of MPEG-7 descriptions’ becomes a regular activity led by JRS.
3 Action Points Summary

Action points of WP3 working and plenary meeting

	Nr.
	Responsible
	Description
	Date
	Status

	Music Video Indexing

	AP4.3.1
	DCU
	Send action plan for ‘Music Video Indexing’ to WP3 for commenting/joining
	30Aug06
	Done

	AP4.3.2
	GET
	Build a DVD of additional AV drum sequences and send it to DCU (GET) 


	1/09/06
	

	AP4.3.3
	GET
	Set-up an improved drum transcription system trained on drum sequences
	27/09/06
	

	AP4.3.4
	DCU
	Initial version of the automatic segmentation of drum tops
	15/09/06
	

	AP4.3.5
	GET
	Build an audiovisual drum transcription system based on output of both algorithms on drum only signals and on drum + other musicians signals 
	31/10/06
	

	AP4.3.6
	DCU
	Build a drum stick tracking ground-truth to evaluate the potential of the visual information on this task 
	1/10/06
	

	AP4.3.7
	DCU/GET
	Feasibility/Usefulness study for an automatic drum stick tracking algorithm 
	15/10/06
	

	AP4.3.8
	DCU/GET
	If feasible: Build an audiovisual drum transcription system using high-level video features. Also a comparison between the two approaches “low-level video/audio transcription” and “high-level video/audio transcription”
	2006-30-11
	

	AP4.3.9
	INA/GET
	Investigation on access to talk-show like TV programs
	1/10/06
	

	AP4.3.10
	GET
	Send the current music video database to DCU 

	1/9/2006
	

	AP4.3.11
	GET/DCU
	Specification of the task (ideal database, genres definition feasibility study, resource needed)

	1/10/2006
	

	AP4.3.12
	GET/DCU
	Decision to continue or stop

	15/10/2006
	

	Temp. alignment between audio and complementary text for classical plays

	AP4.3.13
	GET
	Specification / Development of automatic alignment tool
	2006-10-30
	

	AP4.3.14
	INA
	Segmentation of a larger subset of recordings
	2006-11-30
	

	AP4.3.15
	GET
	Per verse, half-verse syllable, phone computation of prosodic marks (F0, energy, duration)
	2007-01-30
	

	AP4.3.16
	INA
	Specification / Development of a visualisation / Search tool 
	2007-04-30
	

	AP4.3.17
	GET
	Statistical analysis of prosodic features
	2007-04-30
	

	Proposal: Study on audio classif. robust against sound deformations

	AP4.3.18
	GET
	Action plan setup with TUB and QMUL, to be sent to WP3 for commenting/joining
	2006-09-15
	

	Sparse representation for audio indexing

	AP4.3.19
	GET
	Submit paper to IEEE Trans. on SALP
	2006-09-15
	

	AP4.3.20
	GET
	Specification on putting up ground truth data in order to get transcription of midi/wav 
	2006-10-30
	

	AP4.3.21
	GET/TUB
	discussion on how to integrate TUB into collaboration ‘Sparse representation for audio indexing’
	2006-09-15
	

	D3.3 Techn. Report on Audio and Speech Proc.

	AP4.3.22
	GET
	TOC 
	2006-09-20
	

	AP4.3.23
	QMUL, TUB, DFKI, DCU, GET
	Partner contributions of sections/chapters
	2006-10-31
	

	AP4.3.24
	GET
	Consolidated version 15 Nov. 2006

	2006-11-15
	

	AP4.3.25
	ALL
	Proof reading: 
	2006-11-30
	

	AP4.3.26
	GET
	Final version
	2006-12-15
	

	Proposal: On audiovisual indexing (Segment a TV feed to programs)

	AP4.3.27
	GET
	Action plan setup (corpus identification, expected partner contributions) with INA, DCU, TUB and QMUL; to be sent to WP3 for commenting/joining
	2006-08-31
	

	Proposal: Study on audio classif. robust against sound deformations

	AP4.3.28
	GET
	Action plan setup with TUB and QMUL; to be sent to WP3 for commenting/joining
	2006-09-15
	

	Video region segmentation tool

	AP4.3.29
	EURECOM
	Integration of ncuts algorithm into segmentation tool
	2006-09-30
	

	AP4.3.30
	ITI
	check if the integration of saliency algorithm into segmentation tool is feasible
	2006-09-15
	

	AP4.3.31
	DCU
	integration of semi-automatic object based segmentation tool including tracking functionality
	2006-10-31
	

	AP4.3.32
	EPFL
	Development of a software tool for the evaluation of segmentation algorithms (evaluation metrics)
	2006-10-31
	

	AP4.3.33
	ITI
	send list of WP4 requirements on low level feature description to DCU/JRS
	2006-09-15
	

	AP4.3.34
	DCU/JRS
	Specify requirements for MPEG‑7 description (segmentation tool output format)
	2006-09-30
	

	AP4.3.35
	JRS
	Specify MPEG‑7 descriptors (segmentation tool output format)
	2006-10-15
	

	AP4.3.36
	DCU
	Implementation of MPEG-7 descriptors (segmentation tool output format)
	2006-11-15
	

	Ground truth setup of video/image region segmentation

	AP4.3.37
	QMUL
	set up of ground truth for video/image region segmentation (starts with availability of the video region segmentation tool)
	2006-11-30
	

	D3.2 Technical Report on Moving Object Segmentation

	AP4.3.38
	DCU
	Setup of D3.2, input from DCU, JRS, ITI, EURECOM and EPFL, for a detailed roadmap see section 2.2.3.
	2006-12-01
	

	Improve speech2text by using ontologies

	AP4.3.39
	GET
	Continuously update on getting evaluation data set for ‘improve speech2text by using ontologies’
	ongoing
	

	AP4.3.40
	GET
	Study feasibility of using news data from INA as evaluation data set
	2006-09-30
	

	AV content description

	AP4.3.41
	All
	Continuously: Whenever MPEG-7 metadata exchange is required by any collaboration within KS update MPEG-7 description requirements document on document store and notify JRS for specification.
	Ongoing
	

	AP4.3.42
	TUB, GU, GET, INA, EURECOM, EPFL, ITI, KU
	Each partner to clarify contribution to WP3.4. Send proposal to JRS and QMUL.
	2006-09-20
	

	AP4.3.43
	JRS
	Set-up document with requirements and ideas on MPEG-7 description infrastructure
	2006-09-15
	

	AP4.3.44
	TUB, GU, GET, INA, EURECOM, EPFL, ITI, KU, CWI
	Send your planned contributions / feedback/ideas on MPEG‑7 infrastructure requirements document to JRS
	2006-09-30
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