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B3. Objectives   

The proposed project aims to develop and test a dynamic WWW-based publishing environment that provides user-friendly interfaces to support domain specialists in establishing complex information spaces. An information space is understood as a semantic net-based on the relationships between information nodes. An information node can either be the original document in the form of a text, an audio-visual source, an image or a 3-D animated scene, or the annotations added to a node in order to explain and interpret it. The dynamic relations between nodes provide semantic information, such as relation type, relevance of the relation, navigation direction. Such information spaces allow researchers to follow their research goals by working with and evaluating digitised multi-format, multimedia materials of the relevant subject. At the same time, these information spaces also contribute as the source for intelligent dynamic user interfaces which provide an immediate way of accessing research results for colleagues and the general public. 

With DEMUS we address the tremendous socio-economic changes in the publishing business. To survive in the turmoil of electronic information distribution, new business models, distribution channels, and technology are required. The key discriminator generally understood in this market is to ‘provide the right information at the right time’. Thus, the deeper impact of digital production of media-based information spaces is to radically alter the structure of information flow from producers to consumers, and to require a high speed but individualised information circulation. Systems are therefore necessary to manage media objects and representations of their semantics for use in many different productions with a potentially wide range of forms. However, such environments do not as yet exist.

The DEMUS project will demonstrate new technological solutions for a publishing and retrieval interface system that functions across various multimedia-oriented domains, such as for film history, medicine, chemistry, or architecture. Special emphasis will be placed on the scalability of the system and the development of generic tools and portability of the project results (models and software) for other types of applications in the area of digital multimedia information spaces. 

In order to support the authoring and the accessibility of the information space for various purposes (for professional comprehensive scientific analysis, and information gathering by the general public), the system must account for different user types and their specific kinds of usages and tasks, providing an adequate working environment. 

The professionally interested user, i.e. the domain expert, takes an active part in working with different multimedia materials, gathering information, evaluating the materials and adding valuable information to the information system as a side effect of their work with the materials. In this respect the developing information space is not only representing the current results of the research but also provides the development history. DEMUS focuses on the development of content and knowledge management tools supporting the technical (e.g., material gathering and digitisation) and creative (e.g. content creation and discussion on a theoretical level) aspects of rapid media-based knowledge production. Specifically the creative aspects of the production process are of particular interest, since they form the basis of the complex, resource intensive activity required to develop and compose a multi-dimensional hierarchical clustered network of relationships between different kinds of information units. 

While the domain experts are concerned with accessing information, the general public will mainly access the information space either for pleasure or for educational purposes in the context of life-long learning. Since the user will not be in the position to fully understand the complex structure of the information network, he or she will be able to navigate without querying (ostensive browsing) based on hybrid search/browsing techniques that obtain relevance information from users on the basis of their recent search history and media preferences. This intuitive way of accessing information in a non-linear way based on supportive interface mechanisms assures a high level of user friendliness, especially since the user can now be provided with the full relevant multimedia data instead of surrogates, such as printed key frames for complete video sequences.

However, to encourage the user in participation rather than mere consumption, mechanisms for social indexing need to be provided, such as suggesting new relations between established nodes, providing extra information on or posing questions about particular aspects of the content. This input allows users to take part in shaping the information space, stimulating further research and thus serves towards the continuously growing quality of evaluated and annotated materials over time. 

The design issues underlying the spatial and temporal synchronisation of information nodes during the dynamic presentation, such as graphic direction, scale, volume, depth, etc., need to be taken care of by the publisher. To ensure intellectual property rights we will use digital watermarking techniques. The digital collection (i.e. digitised film and audio fragments, photos and scanned-in text documents) together with the annotation data will serve both as a test collection for work and research within the project, and as a pilot repository that can be continuously extended after the project’s runtime. We will thus demonstrate and assess the applicability and acceptability of the DEMUS publication and presentation environment

The domain to which the DEMUS environment will be initially applied is the disciplinary context of film theory, history, and anthropology. The goal of film theory is to formulate a schematic notion of the capacity of film - both for practical and theoretical reasons. The DEMUS environment will demonstrate how those complex working tasks of the researcher, i.e. the creation of an interconnected theoretical system by transposing questions and following out their branches of interdependencies, and those of the user, i.e. to access the system and its subsystems for further reflection, can be better supported in an incorporating, non-linear digital media environment, where simultaneous comparison of theoretical train of thought and the full actual media data can be provided.

The tools provided will be demonstrated using a collection of digitised multimedia materials of and on Sergej Eisenstein (i.e. his theoretical and private writings, drawings, films, interviews, etc.), as well as related material about him, his work and ideas. The work of this filmmaker provides an excellent test case, not only because both his practical and his theoretical work will remain important resources in film theory of which large quantities are not even analysed yet, but also because the temporal and spatial problems addressed in his media theory as well as his conflicting way of analysis make it nearly impossible to present his work in a traditional written and thus linear way.  

The main initial users of the DEMUS publishing environment are 

· two major European film institutes - mainly providing the source material (i.e. films, photos,  stills, film posters, etc, as well as large and extensive text documentation files on films and cinematic topics on and of Eisenstein – where some material is already available in digital form)

· internationally acclaimed domain experts - composing the digital collection in such a way that cross-media references within the material will be made interactively accessible, 

· a multi-national operating publishing house which conducts the presentational means of the material. 

Users of the dynamic access interface are mainly members of the two major European film institutes and a set of users selected by the publisher and one of Europe’s leading research tanks.

The technology providers in the consortium join their particular renowned expertise (i.e. in media retrieval, databases, automated presentation generation, media server technology, media standards) to accomplish the challenging project goals. 

Economic exploitation of the project results will follow three main strands: 

· a solid scientific basis for new web publication models for large media-based information spaces will be formed.

· the different software tools for information space development and publishing as well as for information presentation will be developed and tested during the project and then made available through a company established by the spin-off organisation of one partner to interested organizations after the project.. 

· the “Eisenstein case study” carried out during the project will be commercialised at the end of the project as an electronic cinematic publication pilot in the form of an advanced Web information service by the participating film institutes and system providers. This pilot is a sufficiently large and complexly structured digital collection that is intended to further grow after the end of the project. The economic model concerning business model (middleware/service/technology provider or mixes), payment schemata (subscription-based, item-based, advertisement-based), fee distribution between infrastructure provider, authors and users, access rights, etc., will be investigated during the project. 

B4. Contribution to programme/key action objectives  

The general objectives of Key Action III are “…cover new models, methods, technologies and systems for creating, processing, managing, networking, accessing and exploiting digital content, including audio-visual content. An important research dimension will be new socio-economic and technological models for representing information, knowledge and know-how.” and to develop “… systems for creating, processing, managing, networking, accessing and exploiting digital cultural content, including audio-visual content.” [IST Workprogramme 2000, p. 32]. Action Line III.1.1 concerns the  “Authoring of interactive Web content”, focusing on “Natural (immersive) authoring interfaces offering enhanced content interaction, user-friendly data manipulation, … Interactive workflow procedures for handling radically new combinations of highly visual and interactive media form, …New socio-economic and business models for low-cost authoring, production, delivery and exchange of audio and TV content...” [p. 35].

The goals and scope of DEMUS precisely correspond with these objectives – with respect to authoring interactive web content (dynamic and adaptive multimedia content), technology (development of advanced software supporting the generation, analysis, manipulation and usage of digital multimedia material for user adaptive web interfaces), and socio-economic business models (high quality information from experts both for scientific analyses and access by the wider public). 

DEMUS aims to support the two aspects of real time media-based web authoring, i.e. perspective making and perspective taking. ‘Perspective making’ is the process whereby a community develops and strengthens its own knowledge and practice [Boland & Tenkasi 1995]. It is this process that underpins the building of a community’s identity: their basic assumptions, goals, terminology, and modes of discourse. This requires not only that the information buried within the established relations between the single media units needs to be made available by and to experts but that – and this is even harder to tackle – information needs to be made accessible that is hidden in the unified structure of the single image, video, audio or tactile unit that results from the composition of all its elements. Thus, DEMUS will establish an environment in which media units and the relationships among them are understood as basic elements, which can interrelate to produce new meanings. 

‘Perspective taking’, on the other hand, refers to the process of trying to engage with another community’s perspective. This can be difficult when their respective way of knowing assumes different agendas or does not match at all. The access and resulting presentations of relevant information in an appropriate stylistic way, i.e. shaped rhythmically and thematically into rich information textures, requires a perspective management, as provided by DEMUS in the form of a dynamic and adaptive generation of information presentation, which will provide full experience by means of montage. 

Concerning the scientific/technological aspects, DEMUS’s approach is content-centric and user-driven, offering “…the exploitation of the semantics of content in pursuit of full knowledge acquisition and exchange.” and also “Innovative middleware, including new methods, tools and technologies… enhancing content-rich information, communication systems and services, …” [IST Workprogramme 2000, p. 32]. The consortium includes two content providers who will work at the same time as main initial users of the DEMUS publishing system developed by the technology providers in the consortium. Advanced content and knowledge representation and management tools will be employed to support the scientific work with the materials and allow the creation of new knowledge by evaluating (indexing, annotating and interlinking) the existing digitised multimedia materials. Applying the content and relational based metadata permits – in turn – everyday users to access the material, guided by the system based on hybrid search/browsing techniques that obtain relevance information from users on the basis of their recent search history and media preferences.

The business model is oriented towards low cost authoring and delivery of cross-media information on an international level, both for scientific and edutainment purposes. The business model will make use of the multilevel content structure by providing information on different fee levels, that is a demo acquire a lead into the system and thus is free of charge, access to information is available on a subscription or item bases, and it supports socio-contributions (i.e. pay by providing new information, either in form of material - audio, video, text, or by suggesting new relations). The model also addresses copyright issues as well as access rights, and the distribution of fees to provide the financial income for authors, content providers, supporting users and the middleware providers. 

B5. Innovation 

The DEMUS project aims to improve the digital web-based publication of complexly structured, media-based information by establishing innovative models and techniques in three main functional strands: Firstly, it proposes a new concept of content authoring, organisation, and management of complex information structures in the form of emerging, multi-format, multimedia web-based information spaces; secondly, it utilizes practicable methods of content retrieval and presentation for a new generation of dynamic and user adaptable graphical user interfaces (GUI) allowing immediate access to progressive, heterogeneous though consistent information sources on various proficiency levels, and thirdly, it sustains a novel socio-economic driven and communal-centric environment, to bundle intelligent and creative powers, and to solve complex problems. 

Information space 

The concept of an information space in the form of a semantic network emerged from research in knowledge representation [Brachman & Levesque 1983, Sowa 1984, Halasz 1988] and features three significant functions, which make it suitable as a platform for supporting the needs of the information society:

· It provides semantic, episodic, and technical memory structures (i.e. information nodes) with the capability to change and grow, thus allowing an ongoing task specific process of inspection and interpretation of source material 

· It facilitates the dynamic use of audio-visual material using links, enabling the connection from multi-layered information nodes to data on a temporal, spatial and spatio-temporal level, thus providing temporality without the disadvantage of using keywords, as keywords have been replaced by a structured information representation. 

· It enables the semantic connection between information nodes using typed relations, thus structuring the information space on a semantic as well as syntactic level.

Moreover, the decomposition of the information in small temporal or spatial units supports the streaming aspect of the media units. In case we wish to provide meta-information with the streamed data we can now just use those information units, which are relevant for the temporal period and of interest for the particular user exploiting the stream, thus improving the precision of information on the level of context requirements and individual needs.

DEMUS will combine much of the functionality that is currently available in recent prototypes or products in at least three different domains (1) authoring and presentation tools for the web, (2) multimedia servers and repositories, and (3) knowledge management systems. While each of these technologies alone cannot meet the requirements of authoring as well as accessing complex information spaces, the adaptation and integration of the up-to-now disconnected functionalities provide an environment where complex domain information can be studied, discussed, commented, published and demonstrated – thus preserving and developing information artefacts.

Information production and instant publication

The instant publication of work in progress in form of a dynamic digital hypermedia environment represents DEMUS most radical innovation: information flow in form of publication time
. 

The current publication model in natural sciences and humanities - despite their different methodologies (experimental empirical manner versus interpreting, associative method) - is based on the values of out coming results, which depend in turn on the quality of the interpretational view on the data and the availability of secondary information on the regarded objects. A linear edition in print then typically provides the problem description, analysis and critical explication, either in form of a journal article or as a book. The general problems with this form of linear presentation are:

· they are produced for representing a particular argument usually in linear form

· they refer to temporal and spatial material on a mere abstract level or by referring to audio-visual surrogates, such as thumbnails for images, key frames for video, or scores for audio tracks

· the publication cycle in traditional print-based publication environments, i.e. journals and books, takes roughly a year between submission and final publication. This means that the provided information is outdated. The publication cycle within conference environments is faster by a factor of two but the gathered information is usually hidden within the attending domain community in particular, or in form of proceedings within the domain community in general.

Technology for new media authoring, such as, Director-Shockwave, Flash, GRiNS, GoLive, Dreamweaver, Frontpage, and web presentation technology, such as HTML, SMIL, and MPEG-4 browser, media player – e.g. RealPlayer, or media plugins (for references, see bibliography), support the supply of digitised versions of completed traditional editions in digital environments
. However, like in traditional written communication 

· only the means of linearity are supported (all tools apply for media the time-line approach) 

· rudimentary interactivity is provided (all tools allow interaction, but presentations are pre-defined, so that the investigation of material relies on the vision of the designer) 

· general access is provided through the web, though the production cycle is still synchronised with the traditional print cycle. 

DEMUS approach is different because here the manuscript is replaced by a conceptual information space, which allows domain specialists to develop and evaluate theoretical concepts by incorporating heterogeneous material, analyse it on a formal, i.e. temporal/spatial, and semantic level, and annotate at the same time their critical revision of the specified aspect. Experts within the DEMUS domain of film theory, history, and anthropology, will be able to provide information on the relationship between the signs of audio-visual information units and the ideas they represent (e.g. director’s view), as well as the differing connotations that can be attributed to the signs within the media, depending on the circumstances and abductive presuppositions of the receiver at the time of perception (i.e. the expert’s interpretation), along with the various legitimated codes and sub-codes the receiver uses as interpretational channels [Arnheim 1956, Peirce 1960, Greimas 1983, Eco 1985, Bordwell 1989, 23,24,25
]. Thus, domain specialist perform their actual work as usual only that now their creativity is also formalised in an internal representation, which in turn allows immediate machine or machine supported human access services via the web. 

Content-based hypermedia analysis and representation – expert environment

The domain experts play different roles in the DEMUS scenario. On the one hand, they use the environment as a platform to work with the materials at hand, e.g., film fragments may be indexed and annotated, and at the same time their critical remarks can be used to guide users who explore the domain. 

In the DEMUS system all indexing and classifying instruments incorporated will be controlled by the annotation interface to guide and support experts. Interpretation notes are necessarily imperfect, incomplete and preliminary, because they accompany and document the progress of interpretation and understanding of a concept. However, every degree of cognition might be illuminative for other research interests and should remain accessible. Annotating is dynamic and iterative work that maps the not strictly pre-structured process in the perception of a concept. Thus it is important that an annotation system collects all intermediate steps and makes them available to other members of the scientific community.

The expert annotation interface will be based on an XML standard browser with windows/frame technique and with the help of Java and CGI-scripting will provide experts the facility to mark up single passages in any media (text, audio, video, 3D animation, 2D image, 3D image, graphic), annotate/index these marked sections using special forms and menus (e.g. allowing feature extraction and object recognition [29,30]), and to re-edit the marked information nodes or the additional annotation nearly in real time under the same Web interface. In this way, a “dynamic document edition” can be performed. All interim findings will be conserved and made available as a basis for ongoing scientific analysis. It is essential for our research, that the functionality of the environment should not put extra workload on the experts – they should actively work with the information and add information to the heterogeneous multimedia repository as a side effect of their professional work.

In DEMUS annotations and temporal-spatial identifications will be encoded in XML, taking into account RDF as well as the MPEG-4 and MPEG-7 standard elements, i.e. the Extensible MPEG-4 Textual Format (XMT), and in MPEG-7 Description Definition Language (DDL) - for references, see bibliography. The advantage of this mix is that the presentation of the information network (see presentation section below) can be provided for a large variety of browser platforms. The MPEG technology also provides us with the means of access to regions and objects within audio-visual data and thus fills the gap in XML-based technology.

The definitions of concepts and relations (e.g. as addressed in the Rhetorical Structure Theory [Mann & Thompson 1989] or Cognitive Coherence Relations [Knott & Dale 1992]) will be left to the domain experts. However, the encoding processes of those annotations or the spatio-temporal identification marks for audio-visual data, based on a linking mechanism using time-codes and region-codes, into the internal XML representation is generic, which allows DEMUS to be applied for any domain. The advantage of the generic approach is that the expert can concentrate on his research tasks without being concerned about storage organisation or general presentation.

The representation of information nodes in a defined format establishes another – quite important – advantage: innovative techniques of digital watermarking can be used to ensure copyright on [Nikolaidis & Pitas 99, [12]] and integrity [Fridrich & Goljan 99, [13,14]] of information nodes and the information space. Watermarking and access mechanisms will be combined in DEMUS, which means that unwatermarked material is only accessible by the owner of the information space. This will allow exclusion of information in cases where patent or copyright issues are not solved yet. 
The innovative impact of the DEMUS system, apart from its technological achievements, will influence the way domain experts work and communicate, given the availability of a dynamic annotation and retrieval environment (see user environment below). The availability of typed concepts and relations in combination with personal identification of contributions allows to decide about the impact, evidence and consistency of work as well as to provide automatically classifications, such as school of thought or research stands. We assume that in the nearer future experts will use their contributions in electronic information spaces as valuable references to their work, as they do today with paper publications.

Content-based and user-modelled navigation/ presentation of information spaces – user environment

The increasing availability of potentially interesting information on the web for nearly any domain raises a fundamental problem: how can the desirable information be accessed and even more important – how can the retrieved results be presented that the user can easily interpret and evaluate them. For the domain of film theory, history and anthropology there are a number of general resources available, such as the Internet Movie Database (http://uk.imdb.com/) which offers a catalogue of information on over 200,000 movie & TV titles, 400,000 actors and actresses, and nearly 40,000 directors. The web also provides specialized information sources, such as film reviews, essays on film theory, film studies and criticism, online journals, etc. The general dilemma with such retrospective-exclusive approaches is, that they - due to their closed proprietary structure - do not support information flow in form of instant critical comparison of different point of views and they do not supply guidance how the offered information can be used to achieve this goal. Moreover, they usually do not integrate the medium they are discussing and referring to.

DEMUS approach of ostensive browsing [3,10] is different. Ostensive browsing provides an approach to capturing the intentionality of an information need that is assumed to be developing during the searching session. The capture of such spatio-temporal units is inherent to the concept of ostension, i.e. the explanation of a word/concept by presenting, pointing at, or otherwise indicating, one or more objects to which it applies. The relevance of an information unit is based on the degree to which evidence from the unit is representative/indicative of the current information need.

The basis of ostensive browsing in DEMUS is the information space developed by the domain experts, thus guarantying quality and integrity. Since the experts can also specify the importance of node and relation types, the information space automatically provides access points and browsing directions. The ‘Dynamic Media-centric Presentation Environment (DMPE)’ provides the user with a browser interface, which maps the current information need of the user with the actual position in the information space and generates the new most relevant information presentation obtained from the user on the basis of the recent search history and information and media type preferences. The screen is not understood as a window but rather as a dynamic frame. The dynamitic concept of the browser allows to represent the relevance of information based on spatial, textual and temporal properties of the different information units (e.g. important information is centred, in the foreground and might focused with light, whereas less important information is presented in the background, etc), which are retrieved form the physical description of the related information node. Thus, users can investigate an unknown space provided with the most relevant material and its annotations for the actual moment, allowing a progressing experience of completing the understanding of complex concepts in procedural, and participatory means (i.e. interactive and investigative in a navigable encyclopaedic space, providing access to the full temporal and spatial means of the media items). Such an experience yields an understanding of a concept more primal and powerful than any appeal through normal text in a linear logical form (see for example [Bordwell 1995, Monaco 2000] as examples of literature about film, where the only direct reference to the discussed material are key frames). 

To achieve this, we will improve existing search techniques on category and media features [Oil 2000, Shoe 2000,30,31] and develop new presentation techniques, combining presentation independent knowledge (e.g. user profile – generated over time during the browsing session, graphic design rules – see the section on publishing below, and domain knowledge as described by the expert - see expert section above) and an automated generation process on different abstract level, i.e. communicational devices (hypermedia design patterns [23,25]), qualitative, quantitative and multidimensional constraints [26,28], and media integration (e.g. assigning filters on media object to vary their presentation for integration to be other than what it would be under normal circumstances [35,36]). For a smooth integration of media with graphics and for getting access to regions and objects within media data we combine MPEG-4 and SMIL technology. This combinatorial approach provides the required flexibility for dynamic user centred presentation, which current state of the art web technology either in form of presentational languages such as SMIL (integration of media style), SVG (with CSS for graphics) and XHTML (with CSS for formatted text), or transformational methods such as XSLT (document transformation) and CSS (control of style appearance) cannot provide (for references see bibliography). The research challenge will be to incorporate and improve those by extending the relevant DTDs or Schemata. 

Content publication in hypermedia systems - publisher

The role of the publisher in the DEMUS environment focuses on. the provision and marketing of interesting information sources. 

Regarding the marketing, DEMUS allows the publisher to enable the production of higher quality contents, i.e. integration of new results can be achieved instantly, simplify the distribution, and establish electronic citation centres, which will increase the target market. The watermarking techniques mentioned earlier will help here to handle the relevant rights, business and access issues. A detailed description of the business strategies and their problematic issues, i.e. micro-payment, socio-contributions, advertising, access fees, copyright, etc., is given in Part C.8 of this proposal. DEMUS will not implement all business issues but will provide models that allow a global and low cost use of the environment.

While the domain experts are concerned with content creation and discussion on a theoretical level, the publisher mainly pays attention to presentational aspects. However, due to the request to provide information to the user according to the particular interests and needs, it is not feasible to create all relevant material in advance. In DEMUS, the publisher will use novel techniques for automated presentation generation based on a combination of feature grammars [36] and constraint systems [26,27]. Both mechanisms allow the definition of particular presentation styles (publisher identity) and provide the means to generate customised context-oriented content presentation on the fly, due to their affiliation to the consistent data structures created by the experts. However, the encoding process is generic, which allows DEMUS to be open for different stylistic directions.

B6. Project workplan  

In order to realize an operational version of the proposed framework for digital publication and access of complex information spaces and to evaluate its functions in a realistic environment involving real end-users, the DEMUS project will focus on the following activities:

· overall system specification based on a comprehensive analysis of expert/user requirements;

· research on and development of a task model that covers different types of usages of the DEMUS system (function blocks of the annotation/indexing/retrieval interface);

· design of a domain model for the application domain data bases which is able to integrate all heterogeneous information sources and factual data involved in cinematic research;

· definition and set up of the digital electronic cinematic publication pilot, and application of digital watermarking techniques to ensure intellectual property rights;

· research and development on intelligent XML-based media representation and management,

· application of (semi-)automatic image and video analysis tools based on MPEG-4 technology;

· research on development of an ostensive browser, including presentation generation methods, and the underlying retrieval model

· integration of all system components and tools;

· research on and design of a business model, which can be applied by the content/middleware providers  after the project

The full list of activities – broken down into workpackages and specific tasks – will be given in sections B6.4 (project planning and timetable) and in B6.5 (workpackage list).

In the following section (B6.1) we first outline the already existing expertise, software components and knowledge bases, which will be utilized throughout the project. The system’s functions and components will be related to workpackages (WPs) in B6.2. The subsequent four sections provide an overview of the temporal and organizational project structure including workpackage and deliverable lists. Finally, each workpackage is described in detail.

As is appropriate for the development of a complex system, we will adhere to a step-wise implementation strategy: A first prototype realizing some crucial parts of the overall expert functionality will be integrated first, so that the hypermedia test information space can be developed, on which then the development of the ostensive interface can be applied. In such a way we are allowing for stepwise refinement and corrections of design assumptions as a result of the project internal tests and the external evaluations. In addition, more functional blocks will then be integrated into the architecture to build up an enhanced final system version.

The complete project is monitored by the exploitation leader to assure, that

· the goals for the spin-off can be reached after the end of the project

· the exploitation of the web-based cinematic publication can be assured.

B6.1 Baseline of the project  

In this section, we outline already existing software modules or techniques provided by project participants, which will be further developed, adapted and integrated into the final DEMUS system during the project. 

Metadata technology for the underlying models + standards

In the DEMUS project, XML will be used as the uniform internal representation language in which annotations and metadata will be coded, and also to implement the communication protocol among the DEMUS system modules. 

A tool that will be used is the XML Productivity Kit for Java (XPK4J). It is a key ingredient in the next wave of XML processing productivity. It contains a variety of tools and protocols for enabling simple – yet advanced XML processing applications. One of the components of this kit enables XML processing in a visual builder such as IBM’s VisualAge for Java, Inprise’s JBuilder, or Symantec’s Visual Cafe. XPK4J defines a JavaBean protocol for XML processing beans that allows Java programmers to build XML-based applications by wiring XPK4J beans together in a visual builder in the same way than UNIX programmers build text-based applications by connecting filter programs with pipes. This technology will allow us to develop the GUI for domain experts, providing the generic encoding processes of the annotations or the spatio-temporal identification marks for audio-visual data, based on a linking mechanism using time-codes and region-codes, into the internal XML representation.

XPK4J adds functionality for creating XML data from JDBC accessible databases, for creating XML-aware servlets using XPK4J beans, and for employing XSL tree transformations via XPK4J beans. Since each DTD represents a domain-dependent statement, we will model them from scratch and will exploit its know-how in the production and integration of them in a software component.

Another tool that will be used by is the DB2 XML Extender. Using the DB2 XML Extender, XML documents can be stored in DB2, a relational DBMS, as a collection of data items in multiple columns and tables. A visual administration tool is provided to easily define the mapping of elements and attributes from an XML document into columns and tables. Once this is done, the XML Extender’s stored procedures can be used to compose XML documents from data stored in DB2 tables, based upon the previously defined mapping. 

For the XML parsing of documents we will use a standard XML parser, such as Apache’s Xerces. Xerces provides a fully-validating parsers, available for both Java and C++, implementing the W3C XML and DOM (Level 1 and 2) standards, as well as the defacto SAX (version 2) standard. The parsers are highly modular and configurable. Initial support for XML Schema (draft W3C standard) is also provided.

The partners concerned with data modelling, repository design and retrieval have a strong research background and long standing practical expertise on XML. Two of the partners play in fact not only a major role in a number of W3C XML working groups, but also in ISO’s MPEG-4 and MPEG-7 working groups, both using XML in their standardization activities: in MPEG-4 as the Extensible MPEG-4 Textual Format (XMT), and in MPEG-7 as the Description Definition Language (DDL), the multimedia content description interface. These links into the relevant standardisation bodies allow us not only to incorporate the latest results into the project but also to shape the outcome of the standardisation process.

Presentation generation

The approach for the presentation generator is based on two environments. On the one hand there is the environment for the publication design, and on the other hand there will be the automatic generation engine for the dynamic presentation user interface.

The ‘publication constrains editor’ will provide the publication designer with a GUI to define platform dependent presentation styles, incorporating temporal, spatial, and stylistic constraints. The underlying encoding processor generates the internal XML schemata, which are used by the presentation generation engine. The technology for developing the GUI will be the same as described above for the expert GUI. 

Regarding the design of the ‘Ostensive Browsing Model and Interface’, the consortium can build on work provided by two partners [3,10,32,33,34]. In particular the latter three provide a Director mock-up, showing some of the envisioned GUI behaviour. The mock-up, having no database, presentation generation and server technology incorporated, was presented in a number of design competitions and the resulting reviews and critical discussions in the relevant design press, serve as a first approximation on its usability.

 The presentation generation engine will be a constraint-based planning system, based on IC-Park’s ECLiPSe system. ECLiPSe is a logic-based software system for the cost-effective development and deployment of constraint programming applications, e.g. in the areas of planning, scheduling, resource allocation, etc. It contains several constraint solver libraries, a high-level modelling and control language, interfaces to third-party solvers, an integrated development environment and interfaces for embedding into host environments. The constraints system will be used for solving the user related constraints (taken from the user, search history and context model) and design-based constraints. 

Another tool that will be used is Apache’s Cocoon. Cocoon is a Java publishing framework that relies on new W3C technologies (such as DOM, XML, and XSL) to provide web content. The fact that Cocoon distinguishes between document content, style and logic make it the ideal tool for transforming the presentation structures generated by the constrains engine into a SMIL presentation. Since Cocoon is modular it allows the use of domain specific DTDs or Schemata, which DEMUS will provide. However, even if cocoon is currently used by one of the partners within their presentation generation engine, this partner is also investigating tools such as VPRO’s Mmbase and Zope’s ZOPE system. 

For transforming the generated SMIL presentation into MPEG-4 BIFS, as well as handling MPEG-4 presentations, the consortium can build on research results of one partner. The provided technology can either be used immediately but most of it needs further research and development. The following MPEG-4 tools will be used in DEMUS either as is or as basis for extensions:

· A command-line BIFS and mp4 codec, forming the basis for the incremental, real-time BIFS encoder.

· an MPEG-4 2D player, designed within a large European project, serving as the player to be used in the client terminal, either as is or as an existing browser plug-in (another option might be Real’s RealPlayer).

· an MPEG-4 graphical authoring tool for BIFS experts, to be used for template design at the beginning of the project; but being extended to make template design accessible to non-BIFS experts.

· an MPEG-4 graphical authoring tool for the general public, based on templates, soon commercialised by one of the partners; forming the basis for the design of the BIFS template instanciator.

IPR issues

Besides the new working processes supported in DEMUS, we will consider the very important aspects of intellectual property rights in digital information spaces and e-commerce to prevent misuse, manipulation and theft of material. 

Based on our application area DEMUS will provide the possibility to use copyright watermarks to ensure copyright protection by watermarking the material in the digital DEMUS repository with owner or producer identification. Furthermore we need integrity watermarks to ensure the integrity and to recognize manipulations of the images. Based on extended research on digital watermarking by one of the technology partner (cf. e.g., [12,13,14]) we will provide for the audiovisual collection copyright watermarks to ensure the existing rights. For textual data we will use integrity watermarks as the main requirement for manipulation recognition

Furthermore, we want to ensure the publication copyrights of the contributors to the annotation and relation based work. The annotation and relation-building process produces a higher semantic level of the data based on experiences and ideas of the annotators. Since the annotations can be seen as a certain kind of publication, the annotators (authors) may have a great interest in indicating their intellectual property right (IPR) regarding this newly generated metadata level. DEMUS will use digital signatures based on public key infrastructures to add an annotator-dependent signature to the metadata produced by each individual annotator. Digital signatures are additional information and will be stored in the database. They ensure authenticity of the annotator’s contribution and integrity of the metadata and are envisioned as a possible basis for the appropriate distribution of fees.

B6.2 System components and their relation to workpackages  

The DEMUS publication environment is a multi-functional software package integrating a large variety of functions, which will be realized by cooperating software modules. In the following we will first provide an overview of the functional system layers and the related data types and then discuss the system architecture proposed to realize the functionality.  

At first glance, the DEMUS system provides three different services (see the layers in Figure 1):
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Figur1:  DEMUS service layer
First, it serves as a digital data repository for a variety of original data (text, audio, video, 3D animation, 2D image, 3D image, graphic) and the experts’ thorough annotations related to one or more of these original data. The functionality needed to store, index, update and retrieve these data will be dealt within the workpackages 2, 3 and 4 (Expert Interface and Encoding tools, Database Design, User Interface and tools) 
. 

Second, in order to organize the stored documents in a way that supports the complex knowledge-intensive tasks domain experts, design experts, and users will want to perform on the repository contents, we need to provide suitable tools for metadata management. We will rely on XML Schemata reflecting the structure of the hypermedia information space in an appropriate XML-based format, to be defined and made accessible in a “semantic network DB” as part of WP 3 (Database design). 

Third, an extra service layer is required, which reflects the domain objects and the tasks users will carry out on them, e.g. indexing, annotation, retrieval and the presentational design of retrieval results for specific publication purposes. Explicit models will be developed as knowledge structures using specific XML formats as a task related to WP 2, 3 and 4 (Expert Interface and Encoding tools, Database Design, User Interface and tools). The appropriate interface tools for annotating and indexing will be selected or developed in WP2 (Expert Interface and Encoding tools). The retrieval and search aids as well as the presentation mechanisms for the results will be developed in WP4 and WP5 (User Interface and tools, High-level dynamic authoring with BIFS).

However, the DEMUS system not only supplies the technical environment for generating large multimedia information spaces but also supplies the means for the economic exploitation of the provided information service. The underlying business model and the solutions for such questions as copyright, access rights and fee structures will be selected or developed in WP8 (Exploitation & dissemination of results).

The system architecture sketched below in Figure 2 describes the main DEMUS modules and the way in which they interact with each other.

The ‘Information Space Editing Environment (ISEE)’ (WP2) servers the specific needs of the domain expert. The Ontology editor allows the definition of concepts and relations in form of task-specific controlled vocabulary/subject indexing schemata for in-depth semantic-based indexing of various media. Concepts and relations should be described as standard-based structures. DEMUS will use MPEG-7 compliant structures, i.e. the MPEG-7 description definition language (DDL), which is an extended XML Schema. Instantiations of the structures are XML documents. 

The Semantic network editor provides the means to define rhetorical structures on the information units. They are controlled by the ontology and are used in the publishing process in combination with the user profile and the presentation rules for the delivery of content. 

The Annotation editor permits the splitting of the media content into small information units and their annotations. The annotation process is controlled by the defined ontology and follows a strata-oriented approach, which allows a fine-granulated time and space-oriented description of media content. Watermarking and linking to digitised media are the provided functionalities of this editor. The digitising is done using existing tools. Texts and images are scanned in and, in the case of text, transformed using OCR tools. To allow flexible and context-sensitive presentation of texts and images, XML documents are generated. The video material, which DEMUS will use for the pilot publication is available as PAL VHS. The target format for the digitising process will be MPEG-4. Thus, for the authoring process and the distribution process we use the same format, which allows time-accurate and concept-oriented annotation. Video digitising is done in a two-step process, first a digitising step to MPEG-1/2 and then converting to MPEG-4. A one-step digitising process would require a real-time MPEG-4 encoder, which is not yet available. Moreover, the idea of decomposing annotations in small temporal or spatial units should be supported (see streaming aspect of the media units. In case we wish to provide meta-information with the streamed data we can now just use those annotation units which are relevant for the temporal period and which are of interest for the application using the stream).

Furthermore there is need for communicating with collaborating experts, the publisher and the general public, which is provided via the Communicator, a state of the art mail environment allowing the exchange of any sort of data, such as annotated screen shots, text, audiovisual material, etc.

The repository modules that store the XML meta-data (nodes and relations) and the multimedia data (data items of type text, audio, video, 2D & 3D images, 3D animation) will be realized using federated database technology. The respective system modules are to be mainly developed in WP 3, supported by the work in WPs 2 and 4. Access to them is governed by the XML Document Manager (provided by WP 3), which handles structured documents in accordance with the Annotation Schemata and supports the search for specific information units by the Retrieval Engine (ostensive retrieval – WP3), which exploits the relevant document structures, relations and links. 

The presentation generator (WP4 and 5) is basically a constraint-based planning system, using the information about the user and the definitions provided by the design specialist of the publisher (constraint editor - WP4). The presentation generator analyses the retrieved material based on the user model, redesigns the new information presentation according to the layout functions into a SMIL presentation, generates out of that an MPEG-4 BIFS representation which is then transferred to the user. Simultaneously, the presentation generator is also updating the user model (e.g. user preferences), browsing history and the current context setting on the client side.

The user can now browse the generated interface, where selecting an information unit will trigger the query generator (WP4), which transforms the new point of interest, user profile, investigation history and the current context to generate the new request for information. The results of this query will then be fed into the generation of a new presentation, and so on.
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Figure 2:  DEMUS system architecture

B6.3 Project organization  

In this section we outline the global logical (and implicit temporal) structure of the project, broken down into workpackages (WPs). A more fine-grained view – including also the specific tasks in the workpackages – will be given in section B6.4 (project planning and timetable).

In Figure 3 the arrows show which workpackage results contribute to and are prerequisite for other technical WPs (in the grey-shaded area). This illustrates how all the workpackages planned for DEMUS are closely intertwined, which is essential to a successful project.
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Figure 3: Workpackages and their interrelationships

The development of DEMUS reflects very much the underlying holistic approach of establishing large information spaces. This means that the development process is complex, distributed and requires a high level of communication and synchronisation between the involved partners. Though the production line of items in each WP is representing the unidirectional movement of the manufacturing line, the process of making is rather of a circular and organic nature. It must be emphasised that the interrelationships between different stages within the process (e.g. the influence of personal attributes on decisions or the comparing of different solutions) is complex and extremely collaborative. The nature of these decisions is important because as feedback is collected from many people, it is the progression through the various types of reviewers that affects the nature of the work. Thus, it is essential that each workpackage leader is not only responsible for the temporal and content organisation within their own package but also supports the overall complex synchronisation on project level – as provided by WP1. 

Due to the interweaved relation between research and development in this project providing an elaborating improvement circle, there are no endpoints of research or implementation development, except month 24 marking the end of the project. The constant improvement indeed offers the opportunity to make most of the restricted time span.

As the DEMUS publication environment will be based on innovative technology for both the production as well as the consumption side, a careful assessment of the different user requirements leading to a precise project specification is a prerequisite to most other tasks. Thus, contained in WP2 a knowledge elicitation under working conditions is performed to derive the expert requirements, whereas in WP4 sophisticated user studies will be performed to derive user requirements. The development of the “Information Space Editing Environment (ISEE)” will be focussed on first, since it is required for establishing the basis, i.e. the information space, on which the functionality of the “retrieval and presentation environment” can be applied.  

Based on ISEE specifications the definition and set up of the task models in WP2 can be performed and the relevant data base schemata can be developed (WP3). Following these initial research steps, the relevant tools for the ISEE, such as ontology editor, annotation editor, and semantic network editor, can be developed (in relationship with WP3) and applied to the information space, enabling the test of database structures and expert GUIs (WP6) under real working conditions. 

Depending on the outcome of the specification of the ISEE and related data structures, the analysis and specification of the “retrieval and presentation environment” can be performed. Once parts of the information space are available, the most important techniques and structures for the ostensive retrieval model (WP3), collected during the ‘user interface requirements tests’ at the beginning of WP4, can be designed and implemented and then applied on the presentation tools, such as constraint editor, query generator and presentation generator (WP4) and required system support (WP5). 

Tests on the technology (WP 6) will be performed on a technical and usability level all over the project. The internal communication between the partners, i.e. electronic communication as well as face to face meetings on a quarterly basis, guaranties a constant improvement and consistency on a technical as well as usability level. Moreover, there will be constant supervision on the economic marketing level, assuring that the exploitation requirements are covered.

A detailed evaluation (WP7) from third parties on the technical as well as on usability level, i.e. an assessment of the system effectivity and user satisfaction with the expert and user interfaces, will be performed twice during the project. The evaluation will in both cases be performed form external experts from different fields, such as HCI, databases, film theory, etc., to guarantee a fair and objective evaluation procedure. It is of particular interest to validate the more advanced features of the system, compared with conventional web-based resources. The first evaluation will be carried out at half-time of the project, providing an objective description of the current status of the project. The outcome will be the basis for WP8 (exploitation) and WP1 (project management) to stimulate further improvements of the already established functionality of the system architecture/functionality as well as expert and user environments for the second half of the project. The final evaluation, again performed by third parties on the same basis as the first evaluation, will reflect the final status mainly with respect to the options towards the economic exploitation of the gained results, i.e. software tools for information space development and publishing as well as the information presentation tools. 

B6.4 Project planning and timetable  

	
	Year 1
	Year 2

	Workpackages & Tasks
	2
	4
	6
	8
	10
	12
	14
	16
	18
	20
	22
	24

	WP1 
Project Coordination & Management
	
	
	
	
	
	
	
	
	
	
	
	

	1.1 
Project coordination and management
	
	
	M
	
	
	M
	
	
	M
	
	
	M

	WP2 
Expert Interface & Encoding tools
	
	
	
	
	
	
	
	
	
	
	
	

	2.1 
Study of expert needs and behaviour
	
	M
	
	
	
	
	
	
	
	
	
	

	2.2   Annotation and indexing methods
	
	
	
	M
	
	M
	
	M
	
	
	
	

	2.3   Information Space Editing Environment
	
	
	
	M
	
	M
	
	M
	
	
	
	M

	2.4   Expert profile maintenance
	
	
	
	
	
	M
	
	
	
	
	
	M

	WP3 
Database design
	
	
	
	
	
	
	
	
	
	
	
	

	3.1
Data model
	
	
	M
	
	M
	
	
	
	
	
	
	M

	3.2
Ostensive retrieval model
	
	
	
	M
	
	M
	
	
	
	
	
	M

	WP4 
User Interface & Tools
	
	
	
	
	
	
	
	
	
	
	
	

	4.1
Study of user classes, their needs and behaviours
	
	
	M
	
	
	
	
	
	
	
	
	

	4.2 
Interface design methods and tools
	
	
	
	
	
	M
	
	
	
	
	
	M

	4.3   User profile maintenance
	
	
	
	
	
	M
	
	
	
	
	
	M

	4.4
Presentation interface
	
	
	
	
	
	M
	
	
	
	
	
	M

	WP5 
High-level dynamic authoring with BIFS
	
	
	
	
	
	
	
	
	
	
	
	

	5.1 
BIFS Templates Editor
	
	M
	
	
	
	M
	
	M
	
	
	
	M

	5.2 
BIFS Templates Instanciator
	
	M
	
	
	
	M
	
	
	
	
	
	M

	5.3 
Incremental & Real-Time BIFS Encoder 
	
	M
	
	
	
	M
	
	
	
	
	
	

	WP6 
Integration, Usage & Test
	
	
	
	
	
	
	
	
	
	
	
	

	6.1  Expert tools & Content
	
	
	
	
	
	
	M
	
	
	
	
	M

	6.2  Server behaviour
	
	
	
	
	
	
	M
	
	
	
	
	M

	6.3  User tools
	
	
	
	
	
	
	M
	
	
	
	
	M

	WP7  Evaluation
	
	
	
	
	
	
	
	
	
	
	
	

	7.1  Expert tools & Content
	
	
	
	
	
	
	M
	
	
	
	
	M

	7.2 Server behaviour
	
	
	
	
	
	
	M
	
	
	
	
	M

	7.3  User tools
	
	
	
	
	
	
	M
	
	
	
	
	M

	WP8  Exploitation & dissemination of results
	
	
	
	
	
	
	
	
	
	
	
	

	8.1  Dissemination of results
	
	
	
	
	
	
	
	M
	
	
	
	M

	8.2  Commercial strategies for exploitation
	
	
	
	
	
	
	
	M
	
	
	
	M


M= Milestone

As shown in the Gantt chart, most workpackages are divided into specific tasks, which again are coordinated and synchronized according to detailed project time planning. Most of the tasks can be accomplished in parallel, though this requires a high amount of communication between the partners, which requires an intensive use of e-mail and tele-conferencing facilities as well as face-to-face meetings on a quarterly year basis. The grey bars reflect this detailed planning and – at a closer look – reveal all of the various interdependencies we consider essential for a good work plan. The underlying rationale, however, is quite pragmatic and forward directed. It can be summarized as follows.

Work in DEMUS centres around 3 major milestones for the system development (see WP 2, 3 and 4): 

· System specification for the expert tool (month 3) and the user tool (month 5) 

· First prototype, which will provide a basic interface for the domain expert, a rudimentary ostensive interface, the core data model for representing the information space (nodes and relations), basic retrieval mechanisms, first set of MPEG-4 BIFS and transformation mechanisms form BIFS to XML and the other way around. Furthermore, a basic information space based on the available multimedia material with added annotations will be established, being accessible via the web. Note: to avoid copyright problems during the project, the material will be stored on a streaming server provided by one of the partners, accessible by all partners and invited users.

· Final system, which will provide the improved version of expert and user tools, the finalised database structures, retrieval, and presentation techniques. Moreover, there will be an information space available that serves as a cinematic publication pilot in form of an advanced Web information service. It is important to mention that the generated information space mainly forms the root system, which will further grow over the years to come. The further development of the pilot publication is one of the activities by the spin-off emerging from the DEMUS project. Finally, a commercial model will be proposed that covers relevant economical and social issues, such a copyright, access rights and fees, service provision, information marketing and commerce, etc.

All of the other specific tasks are directly or indirectly oriented to and grouped around these milestones. Work in DEMUS will be carried out in design-implementation-evaluation-redesign cycles, which we consider crucial for the project.

B6.5 Workpackage list  

	Work-package
No
	Workpackage title
	Lead 
contractor
No

	Person-months
	Start
month
	End
month
	Ph

	Deliverable
No

	WP1
	Project Coordination & Management
	1
	20
	0
	24
	
	PMRs, PR

	WP2
	Expert Interface & Encoding tools
	2
	46
	0
	24
	
	D2.2 D2.3

	2.1
	Study of expert needs and behaviour
	5
	  2
	0
	  3
	
	D2.1

	2.2
	Annotation and indexing methods
	2
	18
	0
	18
	
	

	2.3
	Information Space Editing Environment
	2
	18
	2
	24
	
	

	2.4
	Expert profile maintenance
	2
	  8
	2
	24
	
	

	WP3
	Database design
	4
	44
	0
	24
	
	D3.5 D3.6

	3.1
	Data model
	4
	26
	0
	24
	
	D3.1 D3.3

	3.2
	Ostensive retrieval model
	4
	18
	0
	24
	
	D3.2 D3.4

	WP4
	User Interface & Tools
	1
	46
	4
	24
	
	D4.2 D4.3

	4.1
	Study of user classes, their needs and behaviours
	8
	  2
	4
	   6
	
	D4.1

	4.2
	Interface design methods and tools
	1
	20
	5
	24
	
	

	4.3
	User profile maintenance
	1
	16
	5
	24
	
	

	4.4
	Presentation interface
	1
	  8
	5
	24
	
	

	WP5
	High-level dynamic authoring with BIFS
	3
	42
	1
	24
	
	D5.2 D5.3

	5.1
	BIFS Building Blocks Editor
	3
	15
	1
	24
	
	D5.1

	5.2
	BIFS Building Blocks Instanciator
	3
	18
	1
	24
	
	D5.1

	5.3
	Incremental & Real-Time BIFS Encoder
	3
	9
	1
	12
	
	D5.1

	WP6
	Integration, Usage & Test
	5
	33
	2
	24
	
	D6.2 D6.4

	6.1
	Expert tools & Content
	2
	16
	3
	24
	
	

	6.2
	Server behaviour
	3
	5
	2
	24
	
	D6.1 D62

	6.3
	User tools
	1
	12
	6
	24
	
	D6.1 D6.3

	WP7
	Evaluation
	6
	19
	2
	24
	
	D7.1 D7.2

	7.1
	Expert tools & Content
	7
	8
	4
	24
	
	

	7.2
	Server behaviour
	7
	 3
	2
	24
	
	

	7.3
	User tools
	7
	8
	6
	24
	
	

	WP8
	Exploitation & dissemination of results
	7
	25
	3
	24
	
	

	8.1
	Dissemination of results
	8
	  6
	7
	24
	
	D8.1

	8.2
	Commercial strategies for exploitation
	7
	19
	3
	24
	
	D8.2 D8.3

	
	TOTAL
	
	275
	
	
	
	


B6.6 Deliverables list  

	Deliverable
No
	Deliverable title
	Delivery 
date

	Nature



	Dissemination
level



	D 2.1
	Specification of the ISEE

	3
	R
	PP

	D 2.2
	First version of ISEE
	12
	P
	RE

	D 2.3
	Final version of ISEE
	24
	P
	RE

	D 3.1
	Expert data model specification  
Month  3
	 5
	R
	PP

	D 3.2
	Ostensive retrieval model specification
	 8
	R
	PP

	D 3.3
	Implementation of the data model  - version 1
	10
	P
	RE

	D 3.4
	Implementation of the retrieval model  - version 1 
	12
	P
	RE

	D 3.5
	Final version of data model, structures and functions
	24
	P
	RE

	D 3.6
	Final version of retrieval model, structures and functions 
	24
	P
	RE

	D 4.1
	Specification of the DMPE
	 6
	R
	PP

	D 4.2
	First version of DMPE, including pilot publication

	12
	P
	RE

	D 4.3
	Final version of DMPE, including pilot publication

	24
	P
	RE

	D 5.1
	BIFS Subsystem Specification
	4
	R
	PP

	D 5.2
	BIFS Subsystem Prototype
	12
	P
	RE

	D 5.3
	BIFS Subsystem Final Version
	24
	P
	RE

	D 6.1
	Test report on the first version of the pilot hypermedia publication 
	13
	R
	RE

	D 6.2
	Integration of the system components prototype
	14
	P
	RE

	D 6.3
	Final report on the current state of the pilot hypermedia publication    
	24
	R
	RE

	D 6.4
	Integration of the system components final version

	24
	P
	RE

	D 7.1
	Evaluation of the prototype in work

	15
	R
	PU

	D 7.2
	Evaluation of the final version in work
	24
	R
	PU

	D 8.1
	Dissemination of results
	24
	R
	RE

	D 8.2
	Commercial strategies for exploitation
	24
	R
	CO

	D 8.3
	Development of a Business Plan for ongoing commercial development and service provision
	24
	R
	CO

	PMR1-1
	Project Management Report 1-1
	 6
	R
	CO

	PMR1-2
	Project Management Report 1-2
	12
	R
	CO

	PMR2-1
	Project Management Report 2-1
	18
	R
	CO

	PMR2-2
	Project Management Report 2-2
	24
	R
	CO

	PR
	Final Project Report
	24
	R
	RE


B6.7 Workpackage descriptions  

	Workpackage number:
	1
	Start date or starting event:
	Month 0

	Participant number:
	1
	2
	3
	4
	5
	6
	7
	8

	Person-months per participant:
	11
	1
	1
	2
	1
	1
	2
	1


	Objectives 

The project management encompasses administrative management inside the project, and between the project and the European Commission. Also, it includes the financial management and control of the project resources. The objectives are: to ensure that the project meet its technical objectives, that deliverables are in time and on budget, that high quality standards are maintained by all partners, and to resolve any technical, administrative or contractual issues.


	Description of work 

This workpackage will ensure that the project partners are constantly in communication and share their obtained results inside the consortium, leading the project to fulfill its established objectives. Frequent meetings will be fixed to exchange information between the partners and to share their experiences. Particular attention will be paid to the results from the evaluation of the DEMUS prototypes (WP 7), in order to ensure that the evidence gained is used for the subsequent system design and development.

The project management encompasses administrative management inside the project, and between the project and the European Commission. Also, it includes the financial management and control of the project resources. The project management is responsible for the co-ordination of all project activities, including technical and legal matters, as well as for their continuous control. 
At the end of the development phase, a final Project Report will be provided. It will include a compilation of the conclusions obtained in the other activities, an integrative analysis of the development results, introducing some recommendations about the possible next research paths and evolution steps which may arise from the DEMUS project.

The specific management structure and procedures to be followed in the project are described in detail in Part C of this proposal.


	Deliverables 

PMR1-1, PMR1-2, PMR2-1, PMR2-2:  Project Management Reports (two PMRs per year)


	Milestones
 and expected result 
Final Project Report (PR), summarizing the major results provided in the Deliverables and Project Management Reports (PMRs), including a comprehensive evaluation and discussion of the project results –– Month 24.


	Workpackage number:
	2
	Start date or starting event:
	Month 0

	Participant number:
	1
	2
	3
	4
	5
	6
	7
	8

	Person-months per participant:
	-
	33
	3
	4
	2
	2
	2
	-


	Objectives 

The main goal of this workpackage is the development of the software that will be used by the domain expert as “Information Space Editing Environment (ISEE)”. The ISEE allows the expert through an annotation user interface, based on an XML standard browser with windows/frame technique and with the help of Java and CGI-scripting, to

· mark up single objects or regions in a text, 2D or 3D image, graphic, photo, video, audio, or animated 3D information unit(text document, graphic, photo, video), 

· annotate these marked sections using special forms and menus, 

· re-edit the marked document passage or the additional annotation nearly in real time under the same Web interface. 

In this way, a “dynamic information authoring” can be performed. All interim findings will be conserved and made available as a basis for ongoing scientific analysis. In order to allow further content-based indexing of the documents, we will develop appropriate knowledge processing schemes and tools (e.g., controlled vocabularies and classification schemes for the film domain). The results of this WP will have a straightforward influence on the database design and implementation as described in WP3.


	Description of work 

This workpackage specifies and implements the expert ISEE system to build up and maintain the semantic network of the application. The tasks of this working package are:

· An analysis of the user/application requirements. This knowledge elicitation process will provide information used for the representation models of required information node types, grades of descriptive granularity, relation types, media types and formats, etc., as well as for the overall interface design.

· Results will be used to develop a functional system specification of the ISEE , in particular

Ontology editor, allowing the definition of concepts and relations in form of schemata 

Annotation editor, allowing the splitting of the media content in small information units and their annotation. Semantic network editor, allowing the definition of rhetorical structures on information units and relations. 

Expert support tools, allowing the installation of the encoder and maintaining the expert profile.

· A first prototype with a rudimentary functionality of ISSE will allow the experts to constantly integrate/test the environment by generating a basic pilot publication (see also WP 6), which will be used as the basis for the user interface design, as described in WP4. 

· The prototype and the pilot hypermedia publication will be evaluated in the middle of the project on a technical and usability level by external experts as described in WP 7.

· The suggested improvements and further developments serve as guidelines for research and development issues for the second half of the project.

· External experts will again evaluate the final state of models and tools as described in WP 7.


	Deliverables 

D2.1
Specification of the ISEE
                                Month   3

D2.2
First version of the ISEE


Month 12

D2.3
Final version of the ISEE


Month 24


	Milestones and expected result 
Study of expert behaviour. Results will be used for design and implementation of the first prototype  (Month 3). 

First version of implemented Ontology Editor and Semantic Network Editor (Month 8) and Annotation Editor (Month 12) providing the means for generating the pilot hypermedia presentation. The external evaluation of tools and presentation on a technical and usability level will be used to inform the design and implementation of the final version.
Successful implementation of improved version of the Ontology Editor and Semantic Network Editor (Month 16) and Annotation Editor (Month 24). The final ISEE will serve as the basis for the final evaluation, reflecting the potentials of the system for economic exploitation.


	Workpackage number:
	3
	Start date or starting event:
	Month 0

	Participant number:
	1
	2
	3
	4
	5
	6
	7
	8

	Person-months per participant:
	3
	5
	-
	31
	2
	2
	1
	-


	Objectives 

This workpackage is devoted to develop the database structures, which allow the management of large media-based information spaces. And in particular this WP will:

· develop a data model for representing the complex structures of nodes and the relations between them, i.e. defining the attributes (properties) that characterize all the information nodes and relation types that have been previously identified in the WP2 and WP4, resulting in a database schemata which allows the definition of type, constraints and indexes for each attribute.

· develop a stable linking mechanism between description and data

· develop an ostensive retrieval model.

The two latter points allow us to define the strategies (using XML technology and metadata) to maintain the information network as well as to access it for presentation purposes.


	Description of work 

The goal of this package is to provide the data structures and functionalities required for the creation of the information space, as explained in WP2, and the visualisation of query results by the user, as outlined in WP4.

The XML-Schema based data and description representations will be realized in two phases: 

· specification and implementation of the data model and set of functions reflecting the needs of the expert, i.e. to create, instantiate and manage metadata associated to multimedia documents, as well as to create and manage new index terms.

· specification and implementation of the data model and set of functions reflecting the needs of the user, i.e. ostensive retrieval model for the everyday user as well as technical structures to fulfil the design requirements for the dynamic presentation generation.

The test, integration and evaluation activities are part of  WP6 and WP7.


	Deliverables 

D 3.1: Expert data model specification                                                          Month    5

D 3.2: Ostensive retrieval model specification                                              Month    8

D 3.3: Implementation of the data model  - version 1                                    Month 10

D 3.4: Implementation of the retrieval model  - version 1                             Month  12

D 3.5: Final version of data model, structures and functions                         Month 24

D 3.6: Final version of retrieval model, structures and functions                  Month 24


	Milestones and expected result 
Expert data model specification  –– Month 5  

Ostensive retrieval model specification  –– Month 8 

Development and implementation of data model  - version 1–– Month 10  

Development and implementation of retrieval model  - version 1 –– Month 12. The external evaluation of structures and mechanisms will be used to inform the design and implementation of the final version.                                

Final version of data model structures/functions and retrieval model structures/functions–– Month 24


	Workpackage number:
	4
	Start date or starting event:
	Month 4

	Participant number:
	1
	2
	3
	4
	5
	6
	7
	8

	Person-months per participant:
	37
	-
	2
	4
	-
	-
	1
	2


	Objectives 

This workpackage encompasses the development of the Dynamic Media-centric Presentation Environment (DMPE), which allows domain experts as well as the general public to investigate the associated information space (the content presentation is based on compilation on demand rather then pre-generated templates).

The main goal for the interface is to allow the user ostensive browsing. We envision a system that allows a flexible presentation depending on the characteristics of the objects found and reflecting the changing focus of the user's information interest by adequate content selection and a sensible presentation at the appropriate abstraction level. The request for information is based on the current context, the investigational history and the user profile. The presentation is based on the rhetoric structures embedded in the information space, layout functions for media composition using the structural mark-up of the selected material, if available. This WP relies on the results of WP2 and will influence the developments of WP3.


	Description of work 

This workpackage specifies and implements the DMPE system, which allows the service provider, i.e. publisher, to specify the presentation design, and provides the retrieval interface for users interested in the content of the information space. The tasks of this working package are:

· An analysis of the user types and their requirements. This knowledge elicitation process will provide information used for the overall interface design as well as for the definition of the abductive retrieval process functionality.

· Results will be used to develop a functional system specification of the DMPE, in particular

Constraint editor, allowing the definition of presentational concepts to provide a coherent presentational style. 

Query generator, which transforms the current context, user profile, investigation history and next user interest into a request for content. This request will be used by the search functionality (see WP2 and WP3) to perform the retrieval.

Presentation generator, which analyses the new material and redesigns the new interface according to the layout functions.

User maintenance module maintains the user history and profile.

Browser, which is an MPEG-4 based standard browser integrated in a web environment.

· A first prototype with a rudimentary functionality of DMPE will be applied to the basic pilot publication (see also WP 6), as described in WP6.

· The prototype will be evaluated in the middle of the project on a technical and usability level by external experts as described in WP 7. The suggested improvements and further developments serve as guidelines for research and development issues for the second half of the project.

· External experts will again evaluate the final state of models and tools as described in WP 7.


	Deliverables 

D4.1      Specification of the DMPE



Month   6

D4.2
DMPE prototype, including the pilot publication

Month 12

D4.3
DMPE final version, including the pilot publication

Month 24


	Milestones and expected result 
Specification of the DMPE. Results will be used for design and implementation of the first prototype  (Month 6).

DMPE prototype (Month 12) providing the means for browsing the pilot hypermedia presentation on various expertise levels with dynamic/adaptive content presentation. Its external evaluation will be used to inform the design and implementation of the final version

Successful implementation of improved final version of DMPE (Month 24), will serve as the basis for the final evaluation, reflecting the potentials of the system for economic exploitation.


	Workpackage number:
	5
	Start date or starting event:
	Month 0

	Participant number:
	1
	2
	3
	4
	5
	6
	7
	8

	Person-months per participant:
	2
	2
	35
	-
	-
	-
	2
	1


	Objectives 

The user requests are processed by the system into directives for the set of media to present to the user, as well as for the presentation method. The goal of this WP is to translate these directives into MPEG-4 content to be sent to the client player. The MPEG-4 content will present the set of media, according to presentation templates, with smooth transitions from the previously browsed page.


	Description of work 

T5.1:  BIFS Templates Editor: In order to create the set of presentation templates, a BIFS Templates Editor is needed. This will allow the definition of “standard” presentation templates inside the project, as well as the personalisation of these templates for the content publishers who will be the future users of the system. This task includes the creation of the set of standard templates. 

T5.2:  BIFS Templates Instanciator: The directives issued by the navigation sub-system will be interpreted by the Instanciator which will: select the appropriate template, populate the template with given media, take into account the previous scene currently seen by the user and compute the transition to the target presentation. The result is the difference between the current scene and the target scene as defined by the navigation sub-system. The interaction constructs in the scene will send appropriate signalling back to the server. 

T5.3:   Incremental & Real-Time BIFS Encoder: The scene difference will be incrementally encoded by the encoder,  to generate in real-time the set of BIFS access units that will be sent to the client player.

The test, integration and evaluation activities are part of WP6 and WP7.


	Deliverables 

D5.1 BIFS Subsystem Specification



Month  4

D5.2 BIFS Subsystem Prototype




Month 12

D5.3 BIFS Subsystem Final Version             


Month 24


	Milestones and expected result 
List of features needed in templates



Month 4

Preliminary Templates Editor




Month 12

Set of Templates with limited features



Month 16

Preliminary Templates Instanciator


               
Month 12

Final version of the real time encoder



Month 12


	Workpackage number:
	6
	Start date or starting event:
	Month 4

	Participant number:
	1
	2
	3
	4
	5
	6
	7
	8

	Person-months per participant:
	2
	2
	2
	2
	10
	10
	1
	4


	Objectives 

This workpackage aims to build an integrated software environment which can be used to generate and investigate web-based complex multimedia information spaces supported by the DEMUS environment . 

In particular this workpackage is devoted to

· integrate the DEMUS system components,

· test of expert tools by establishing the pilot hypermedia publication, i.e. using digitalised material and annotate/index in the information space as a source on which the ostensive browsing paradigm is applied 

· specify the communication protocol between all software modules.


	Description of work 

The test and integration phase runs constantly from the beginning of the project. Qualitative testing will be performed by the developers in cooperation with the domain experts on the basis of an iterative improvement loop. This means, the experts will start using the tools from an early stage on (Month 4) to generate annotations and collect new material they have to consider for their research, i.e. developing a basic version of the pilot hypermedia publication. The results of their work will serve as the basis for corrections and improvement for the system abilities and behaviour. 

Validation testing user tools is performed during everyday use of the system by everyday users and peer experts, i.e. browsing through the growing information space. The results will influence the development/improvements of the tools in an iterative way.

Since DEMUS applies a distributed architecture the integration of system components necessarily requires intensive communication between development partners. Thus an integration methodology will be defined and applied which guarantees the synchronisation of integration testing with expert/user tests. 


	Deliverables 

D 6.1     Test report on the first version of the pilot hypermedia publication
Month  13     

D 6.2     Integration of the system components prototype


Month  14     

D 6.3     Final report on the current state of the pilot hypermedia publication
Month  24     

D 6.4     Integration of the system components final version


Month  24


	Milestones and expected result 
Specification of technical improvements of the ISEE/DMPE (Month 15). Interim results reported from the evaluation of the DEMUS prototype will be used to inform the design and implementation of the final versions.
Specification of the final ISEE/DMPE (Month 24), including a list of suggested further improvements to be used in the final report of the business plan ( see WP 8) as an indicator for further developments in a spin-off .


	Workpackage number:
	7
	Start date or starting event:
	Month 12

	Participant number:
	1
	2
	3
	4
	5
	6
	7
	8

	Person-months per participant:
	3
	3
	3
	3
	2
	2
	2
	1


	Objectives 

Main goals of this WP are to investigate:

· whether the expert environment succeeds in getting professional users into the production of complex and online available information spaces representing their research results without restricting the research ;

· whether the investigational system accounts for different user types and their specific kinds of usages and tasks; 

· whether the dynamicity of the interface rather support or distract user investigation of merely unknown structured knowledge territory

· whether an information exchange between different expert levels will fruitfully enhance the understanding of the domain.


	Description of work 

The evaluation will be performed by external experts from different fields (e.g. HCI, databases, automatic presentation generation) and will take place twice, in the middle of the project and at the end. In the middle the external experts are asked to evaluate the system on a technical as well as on usability level, i.e. an assessment of the system effectivity and user satisfaction with the expert and user interfaces. The evaluation will in both cases be performed form project external experts to guarantee a fair and objective evaluation procedure. 

The first evaluation (Month 12) will be carried out at half-time of the project, providing an objective assessment of the current status of the project. The outcome will be the basis for WP8 (exploitation) and WP1 (project management) to stimulate further improvements of the already established functionality of the system architecture/functionality as well as expert and user environments for the second half of the project. The final evaluation (Month 24), again performed by third parties on the same basis as the first evaluation, will reflect the final status mainly with respect to the options towards the economic exploitation of the gained results, i.e. software tools for information space development and publishing as well as the information presentation tools. 


	Deliverables 

D 7.1 Evaluation of the prototype in work
              Month  15

D 7.2 Evaluation of the final version in work 
Month  24


	Milestones and expected result 
Specification of interface/methodological improvements of the DEMUS system (Month 15). 

Specification of the final DEMUS version (Month 24), including a list of suggested further improvements to be used in the final report of the business plan (see WP8) as an indicator for further developments in a spin-off.


	Workpackage number:
	8
	Start date or starting event:
	Month 3

	Participant number:
	1
	2
	3
	4
	5
	6
	7
	8

	Person-months per participant:
	2
	2
	2
	2
	2
	2
	10
	3


	Objectives 

This workpackage will

· assess the utility of the DEMUS  technology in a commercial context,

· investigate the routes by which the partners can secure a successful downstream exploitation of the DEMUS derivates, both as commercial products and as information services built upon the products, and carry out dissemination activities, to raise awareness and interest in project activities and achieved results.


	Description of work 

For this workpackage, the activities of DEMUS project partners will follow two main lines:

· exploitation and marketing of work results (of both the content-related information space case studies and the software developments);

· dissemination efforts (e.g., publications and presentation of project results at international conferences and exhibitions).

Activities related to exploitation and dissemination activities will be continuous, i.e., they start as soon as results from the user requirements analyses are obtained and will be intensified after the system specification is completed and the first version the annotation interface is implemented.

Exploitation efforts will include the production of an electronic cinematic publication pilot (it is assumed by all partners that the created information space will represent the start point of an emerging information space) in the form of an advanced Web information service by the participating film institutes and system providers, as well as marketing of the software (modules) developed in DEMUS and of the business model concerning access rights, payment schemata and the distribution between infrastructure provider, author and contributing everyday users (see Part C.8 for details). In particular the business model is of importance since two of the partners aim to use the results of tools and middleware (e.g. service model) for a spin-off company (where each partner can participate in form of shares or labour). Thus, the whole project will be supervised that the end results can be easily marketed. (A detailed description of the exploitation plans is given in Part C of this proposal).

Dissemination activities will include the production of brochures and establishment of a Web site with detailed information on the DEMUS project. The consortium will organize a workshop where project results will be presented. Members of the consortium will participate in workshops, conferences, fairs and exhibitions, and publish project results in relevant scientific journals and conference proceedings.


	Deliverables 

D 8.1: 
Dissemination of results (report)                                                                          Month 24

D 8.2: 
Commercial strategies for exploitation (report)                                                   Month 24

D 8.3:    Development of a Business Plan for ongoing commercial development 

              and service provision.                                                                                           Month 24


	Milestones and expected result 
Web presence based on prototype DEMUS system–– Month 16.

Web presence based on final DEMUS system–– Month 24.

Business plan as basis for spin-off development –– Month 24.
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� Aspects related to copyright issues and patents are mentioned in the expert environment section below.


� A particular problem in film theory, history, and anthropology is that the most influential journals do not provide electronic editions [Cahier du Cinéma, Sight and Sound, etc.].


� To ensure anonymity, citations of publications by project participants are numbered here, and the full bibliographical references are listed in the Annex to Part C of this proposal.


� An overview of the 8 workpackages (WPs) and their interrelationships is given in Figure 3 (section B6.3).


� Number of the contractor leading the work in this workpackage.


� Only for combined research and demonstration projects: Please indicate R for research and D for demonstration.


� Please indicate the nature of the deliverable using one of the following codes:


	R = Report	P = Prototype	D = Demonstrator	O = Other


� Please indicate the dissemination level using one of the following codes:


	PU = Public


	PP = Restricted to other programme participants (including the Commission Services).


	RE = Restricted to a group specified by the consortium (including the Commission Services).


	CO = Confidential, only for members of the consortium (including the Commission Services).


� Milestones are control points at which decisions are needed; for example concerning which of several technologies will be adopted as the basis for the next phase of the project.
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