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The Problem:

Given: Literal objects (binary files)

1 2 3

4 5

Determine: “Similarity” Distance Matrix (distances between every pair)
Applications:     Clustering, Classification, Evolutionary trees of

Internet documents, computer programs, chain letters,
genomes, languages, texts, music pieces, ocr, ……



TOOL:

Information Distance (Li, Vitanyi, 96; Bennett,Gacs,Li,Vitanyi,Zurek, 98)

D(x,y) = min { |p|: p(x)=y & p(y)=x}

Binary program for a Universal Computer
(Lisp, Java, C, Universal Turing Machine)

Theorem (i) D(x,y) = max {K(x|y),K(y|x)}
Kolmogorov complexity of x given y, defined
as length of shortest binary ptogram that
outputs x on input y.

(ii) D(x,y) ≤D’(x,y) Any computable distance satisfying ∑2 --D’(x,y)

yfor every x.
≤ 1

(iii) D(x,y) is a metric.



However:

x

So, we Normalize:

d(x,y) =      D(x,y) 

Y

X’ 
Y’

D(x,y)=D(x’,y’) = But x and y are much more similar than x’ and y’

Max {K(x),K(y)}

Normalized Information Distance (NID)
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Li Vitanyi 01/02
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The “Similarity metric”



Properties NID:

Theorem:

Drawback: NID(x,y) = d(x,y) is
noncomputable, since K(.) is!

(i) 0 ≤ d(x,y) ≤ 1
(ii) d(x,y) is a metric

symmetric,triangle
inequality, d(x,x)=0

(iii) d(x,y) is universal
d(x,y) ≤ d’(x,y) for every
computable, normalized
(0≤d’(x,y)≤1) distance
satisfying standard “density”
condition.

:



In Practice:

Replace NID(x,y) by

NCD(x,y)= C(xy)-min{C(x),C(y)}
max{C(x),C(y)}

This NCD is the same formula as NID,
but rewritten using “C” instead of “K”

Normalized Compression
Distance (NCD)

Length (#bits) compressed
version x using compressor C
(gzip, bzip2, PPMZ,…)



Example:
Phylogeny using whole mtDNA of species

Genomics just one 
example;
also used with (e.g.):
MIDI music files
(music clustering)
Languages
(language tree)
Literature
OCR

Time sequences:
(All data bases used in
all major data-mining
conferences of last 10Y)
Superior over all methods:
In: Anomaly detection
Heterogenous data



New Scientist, March 28, 2003



Izvestia, April 2003



CompLearn Toolkit
home |
documentation |
download |
forums |
license |
development
What is CompLearn?
The CompLearn Toolkit is a suite of simple-to-use utilities that you can use to apply compression techniques 
to the process of discovering and learning patterns.The compression-based approach used is powerful 
because it can mine patterns in completely different domains. It can classify musical styles of pieces of music 
and identify unknown composers. It can identify the language of bodies of text. It can discover the 
relationships between species of life and even the origin of new unknown viruses such as SARS. Other 
uncharted areas are up to you to explore. In fact, this method is so general that it requires no background 
knowledge about any particular classification. There are no domain-specific parameters to set and only a 
handful of general settings. Just feed and run.CompLearn was written by Rudi Cilibrasi.Press
CompLearn is described in New Scientist and Technology Research News.About
CompLearn was developed at the National Research Institute CWI in Amsterdam. It was created to support 

the research paper Algorithmic Clustering of Music.
System Requirements
CompLearn runs under Windows and Unix. Complearn requires an installation of the Ruby scripting language. 
Installation instructions for Windows, Linux, and Unix here.
Compression is achieved through the Ruby BZ2 library.
For visualizing your graphed results, the AT&T's graphviz package is also needed. 
The toolkit requires very small amounts of disk space to install and run. 
Web design by juliob.com

http://complearn.sourceforge.net/index.html
http://complearn.sourceforge.net/documentation.html
http://sourceforge.net/project/showfiles.php?group_id=91288
http://sourceforge.net/forum/?group_id=91288
http://www.opensource.org/licenses/bsd-license.php
http://sourceforge.net/projects/complearn/
http://www.cwi.nl/~cilibrar/
http://www.newscientist.com/news/news.jsp?id=ns99993602
http://homepages.cwi.nl/~cilibrar/musicart/trnmag.com/Stories/2003/042303/Software_sorts_tunes_042303.html
http://www.cwi.nl/
http://www.arxiv.org/abs/cs.SD/0303025
http://www.ruby-lang.org/
http://complearn.sourceforge.net/doc/install.html
http://raa.ruby-lang.org/list.rhtml?name=bz2
http://www.research.att.com/sw/tools/graphviz/
http://www.juliob.com/


You  can use it too!

CompLearn Toolkit:    
http://complearn.sourceforge.net

“x” and “y” are literal objects (files);
What about abstract objects like “home”,
“red”, “Socrates”, “chair”, ….?

Or names for literal objects?

http://complearn.sourceforge.net/


Non-Literal Objects

Googling for Meaning

Google distribution:
g(x) = Google page count “x”

# pages indexed 



Google Compressor

Google code length:

G(x) = log  1 / g(x)

This is the Shannon-Fano code length that has
minimum expected code word length w.r.t. g(x).

Hence we can view  Google as a Google Compressor.

Google code length:

G(x) = log  1 / g(x)

This is the Shannon-Fano code length that has
minimum expected code word length w.r.t. g(x).

Hence we can view  Google as a Google Compressor.



Normalized Google Distance (NGD)

NGD(x,y) = G(x,y) – min{G(x),G(y)}
max{G(x),G(y)}

Same formula as NCD, using C = Google compressor

Use the Google counts and the CompLearn Toolkit
to apply NGD.



Example

“horse”: #hits = 46,700,000
“rider”: #hits  =  12,200,000
“horse” “rider”: #hits = 2,630,000
#pages indexed: 8,058,044,651

NGD(horse,rider) = 0.443
Theoretically+empirically: scale-invariant



Universality

Every web author i generates its own
individual Google distribution g_i
individual Google code length G_i
individual NGD denoted NGD_i

Theorem     g_i(x) = O(g(x));
G(x) = G_i (x)+O(1);
NGD(x,y) ≤ NGD_i (x,y), w.h.p.



Numbers versus log-probability

Probability according
to Google. 

Names in variety of
languages and digits.

Same behavior in all 
formats. Google
detects meaning:

All multiples of five
stand out.



Colors and Numbers—The Names!
Hierarchical Clustering

colors

numbers



Colors vs Numbers: Minimum 
Spanning Tree Animation



Hierarchical Clustering of 17th Century Dutch Painters, 
Paintings given by name, without painter’s name.

Steen  Prince’s Day

Steen  The Merry Family

Steen  Leiden Baker Arend Oostwaert

Steen  Keyzerswaert

Steen  Woman at her Toilet

Steen  Two Men Playing Backgammon

Rembrandt  Hendrickje slapend

Rembrandt  Portrait of Maria Trip

Rembrandt  Portrait of Johannes Wtenbogaert

Rembrandt  The Stone Bridge

Bol  Maria Rey

Rembrandt  The Prophetess Anna

Bol  Consul Titus Manlius Torquatus

Bol  Swartenhont

Bol  Venus and Adonis

Hendrickje slapend, Portrait of Maria Trip, Portrait of Johannes Wtenbogaert, The Stone Bridge, The Prophetess 
Anna, Leiden Baker Arend Oostwaert, Keyzerswaert, Two Men Playing Backgammon, Woman at her Toilet, 
Prince's Day, The Merry Family, Maria Rey, Consul Titus Manlius Torquatus, Swartenhont, Venus and Adonis



Using NGD in SVM (Support Vector Machines) to 
learn concepts (binary classification)

Example:

Emergencies



Example: Classifying Prime Numbers



Example: Electrical Terms



Example: Religious Terms



Comparison with WordNet Semantics
http://www.cogsci.princeton.edu/~wn

NGD-SVM Classifier on 100
randomly selected WordNet
Categories

Randomly selected positive,
negative and test sets

Histogram gives accuracy 
With respect to PhD experts 
entered knowledge in the
WordNet Database

Mean Accuracy is 0.8725
Standard deviation is 0.1169 

Accuracy almost always > 75%
--Automatically



Translation Using NGD

Problem:

Translation:
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