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Slate Sep 10t 2016: yet another classic finding in
psychology—that you can smile your way to

happiness—just blew up...

Reproducibility Crisis
Cover Story of
Economist (2013),

Science (2014)



Reasons for Reproducibility Crisis

1. Publication Bias

2. Problems with Hypothesis Testing Methodology



JELLY BEANS WE FOUNDNO | [THAT semmes THer.
CAUSE ACNE! LINK BGEWEEN .
HEAR IT
SCIENTISTS) JELLY BEANS AND g EA :M%;
INVESTIGATE! AONE (P> 0.05), TWCERCHI Huses o
L SCIENTISTS!
(

22

T

©




JELY BEANS WE FOUND NO THAT SETILES THAT,
CAUSE ACNE! LINK, BGETWEEN :
HEAR IT
SCIENTISTS! JELLY BEANS AND gcgm:u%;
INVESTIGATE ! AWNE (P> 0.05). THAT CAUSES [T,
L SCIENTISTS!
(

©

WE. FOUND NG WE FOUND NGO WE FOUND NO WE FOUND NG WE. FOUND NO
LMK BETWEEN LINK GETWEEN LMK, GETWEEN LiNK, GETWEEN LiNK, GETWEEN
PURPLE JELY BROWN JELLY Pine JELLY BLE Tl TEAL JELLY
BEANS AND ACIE BEANS ik ACNE BEANS AND ACIE BEANS AND ANE BEANS AniD ACE
(p>005) (p>0.05) (p>005) (p>005) (p>005)
/ / / /! !
WE FOUND NG WE FOUND MO WE FOUND NO WE FOUND NG WE FOUND NO
LIMKE. BETWEEN LINK, BETWEEN LMK GETWEEN LINK GETWEEN LINE, BETWEEN
SALMON JELY RED JELLY TURGUOISE JELLY | | MARENTR JELLY YELLOW JELY
BEANS AND ACHE BEANS AND AHNE BEANS AND ACE BEANS AND ANE BEANS AND ACHE
(p>005) (p>0.05) (p>00s) (p>005) (p>005)
oa || oa || oa || o8 || ©
WE FOUND NG WE FOUND MO WE FOUND MO WE FoUND A WE FOUND NG
LMK BETWEEN LMK, GETWEEN LMK, BETWJEEN LiNK, BETWEEN LINE, BETWEEN
GREY JELLY TAN JELLY Criand JELLY GREEN JELLY MAUVE JELLY
BEANS PriD ACKNE BEANS PHD AONE BEANS AiD ACNE. BEANS PriD ACKNE BEANS AriD ACE
(p>o005) (p>005) (p>005) (p<o0o05) (p>005)
/ / / Ifﬁﬂ‘? / | !
WE FOUND N0 WE FOUND MO WE FOUND MO WE FOUND NG WE FOUND NO
LIME, BETWEEN LINK, BETWEEN LMK BETWEEN LINK, BETWEEN LMK, BETWEEN
BEIGE JELY LA JELLY Buack, JeLy PERCH JELLY ORANIGE JELLY
BEANS AHD ACE BEANS AND ACNE BEANS AND ACE BEANS AND ANE BEANS AD ACIE
(p>o008). (p>0.05) (p>005) (p>005). (p>005)
! /

?&%




JELY BEANS WE FOUND NO THAT SETILES THAT.
CAUSE ACNE! LINK, BGETWEEN :
THEAR IT5
SCIENTISTS! JELLY BEANS AND A CERTAN CEL%;
INVESTIGATE ! AWNE (P> 0.05). THAT CAUSES [T,

L

22

SCIENTISTS! /

©

GREEN JELLY
REANS LINKED
To ACNE!!

9GSy ConfrDENE

TS . el
| T == =

Xkcd.org

WE. FOUND NG WE FOUND NGO WE FOUND NO WE FOUND NG WE. FOUND NO
LINK, GETWEEN LINK GETWEEN LMK, GETWEEN LiNK, GETWEEN LiNK, GETWEEN
PURPLE JELY BROWN JELLY Pine JELLY BLE Tl TEAL JELLY
BEANS AND ACIE BEANS AHD ANNE. | | BEANS AnD BONE BEANS AND ANE BEANS AR ACE
(p>005) (p>0.05) (p>005) (P>0.05) (p>005)
e | o8 || oe || 08 || ©
WE FOUND NG WE FOUND MO WE FOUND NO WE FOUND NG WE FOUND NO
LINK BETWEEN LINK, BETWEEN LMK GETWEEN LINK GETWEEN LINE, BETWEEN
SALMON JELY RED JELy TURGUOISE JELLY | | MARENTR JELLY YELLOW JELLY
BEANS AND ACE BEANS AND AHNE BEANS AND ACE BEANS ArD ANE BEANS AND ACHE
(p>00s5) (p>0.05) (p>005) (P>0.05) (p>0.05)
oa || oa || oa || o8 || ©
WE FOUND NG WE FOUND MO WE FOUND MO WE FoUND A WE FOUND NG
LINK, BETWEEN LMK, GETWEEN LMK, BETWJEEN LINK, GETWEEN LINE, BETWEEN
GREY JELLY TAN JELLY Criand JELLY GREEN JELLY MAUVE JELLY
BEANS PriD ACKNE BEANS PHD AONE BEANS AiD ACNE. BEANS PriD ACKNE BEANS AriD ACE
(p>o005) (p>005) (p>005) (p<o0o05) (p>0.05)
/ / / Ifﬁﬂ‘? / | !
WE FOUND N0 WE FOUND NG WE FOUND NO WE FOUND NG WE FOUND MO
L'NK, BETWEEN LINK, BETWEEN LMK BETWEEN LINK, BETWEEN LMK, BETWEEN
BEGE JeLy LA JELLY Buack, JeLy PERCH JELLY ORANGE JELLY
BEANS AND ACE BEANS AND ACNE BEANS AND ACE BEANS PND AME BEANS AND ACHE
(p>o008). (p>0.05) (p>005) (P>0.05) (P>005)
/ /

?(%




Reasons for Reproducibility Crisis

1. Publication Bias

2. Problems with Hypothesis Testing Methodology



Replication Crisis In
Science

somehow related to use of p-valueS and
significance testing...
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AMERICAN STATISTICAL ASSOCIATION RELEASES STATEMENT ON
STATISTICAL SIGNIFICANCE AND P-VALUES

Provides Principles to Improve the Conduct and Interpretation of Quantitative

Science
March 7, 2016

The American Statistical Association (ASA) has released a “Statement on Statistical Significance
and P-Values” with six principles underlying the proper use and interpretation of the p-value
[http://amstat.tandfonline.com/doi/abs/10.1080/00031305.2016.1154108&.Vt2XI0aE2MMN]. The ASA
releases this guidance on p-values to improve the conduct and interpretation of quantitative
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P-value Problem:
Combining Dependent Tests

Suppose reseach group A tests medication, gets
‘almost significant’ result.

...whence group B tries again on new data. How to
combine their test results?

« Standard Method 1: sweep data together, recompute p-
value. This is not correct; type-I error guarantee does not
hold any more

« Standard method 2: use Fisher’s method for
combining p-values. Again not correct, since tests
cannot be viewed as independent

« Standard method 3: multiply p-values. Just plain
wrong — a mortal sin!

With the type of “p-value” introduced here, despite
dependence, evidences can still be safely multiplied



P-value Problem (b):
Extending Your Test

e Suppose reseach group A tests medication, gets
‘almost significant’ resuilt.

« Sometimes group A can’t resist to test a few
more subjects themselves...

 Arecent survey revealed that 55% of psychologists have
succumbed to this practice (and then treat data as If large
sample size was determined in advance)

« Butisn't this just cheating?

 Not clear: what if you submit a paper and the referee
asks you to test a couple more subjects? Should you
refuse because it invalidates your p-values!?



Sisthe new P

* We propose a generic replacement of
the p-value that we call the S-value

« S-values handle optional continuation
(to the next test (and the next, and ..))
without any problems

(can simply multiply S-values of
iIndividual tests, despite dependencies)



Sisthe new P

S-values have Fisherian, Neymanian and Bayes-
Jeffreys’ aspects to them, all at the same time

Cf. J. Berger (2003, IMS Medaillion Lecture): Could
Neyman, Fisher and Jeffreys have agreed on testing?

navidual tests, aespite dependencies)




S-Values: General Definition

« LetH, ={Py|O € 0y} represent the null hypothesis
« Assume data X;,X,,...arei.i.d. underall P € H, .
 LetH;={Pyl|O € 0,} represent alternative hypothesis

* An S-value for sample size nis a function S : X" - R]

such that for all P, € H, , we have

Epo S(X")| <1



First Interpretation: p-values

« Proposition: Let S be an S-value. Then S~1(X™) is a
conservative p-value, i.e. p-value with wiggle room:

« foralPeH,,all0<a<1,

1
P(S(Xn)ga)ga

* Proof: just Markov’s inequality!

P(S(Xn)Zoz_l) < = «



Safe Tests

 The Safe Test against H, at level o based on S-
value S is defined as the test which rejects H, if

ny s 1
S(X™) = -

- Since S~ is a conservative p-valuue...

« ....the safe test which rejects H,, iff S(X™) = 20, I.e.
S~1(X™) < 0.05, has Type-Il Error Bound of 0.05




Safe Testing and Bayes

- Bayes factor hypothesis testing (Jeffreys ‘39)
Evidence in favour of H; measured by

le(X]_, O JXn)
pWo(X17 s JX?'I/)

where
pw,(X1,--., Xn) 3=/ po(X1,. .., Xn)dW1(0)
0c©

Pwo(X1,- s Xn) i= [ pp(X1,..., Xn)dWo(6)
ISISTS



Safe Testing and Bayes, simple H,

Bayes factor hypothesis testing
between Hy, = {p,} and H; = { pg|0 € 04} :
Bayes factor of form

pwl(le R 7Xn)

po(X1;. -, Xn)

Note that (no matter what prior W; we chose)
Exnopy [M(X™)] =

ny Py (X™)
[ %

M(X"™) =

dz" = /pwl (x™)dx™ =1



Safe Testing and Bayes, simple Hy

Bayes factor hypothesis testing
between Hy, = {p,} and H; = { pg|0 € 04} :
Bayes factor of form

pw, (X1, ..., Xn)
po(X1,. .., Xn)
Note that (no matter what prior W; we chose)

Exnop, [M(X™)] =1

M(X"™) =

The Bayes Factor for Simple H
IS an S-value!




Default S-Value # Neyman

1. H, and H; are point hypotheses — then default S-
value is:

p1(X™)

S =

... the safe test based on S looks a bit like, but is not a
standard Neyman-Pearson test.| more conservative

Safe Test: reject if S(X*) > 1/«
NP: reject if S(X*) = 1/B with Bs.t. P,(S(X*) > B) =«




Safe Tests are Safe
under optional continuation

« Suppose we observe data (X;,Y;), (X,,Y,), ...
« Y;: side information
...coming in batches of size n,n,, ..., n;. Let N; := Zle ni
« We first evaluate some S-value S; on (X, ..., Xy, ).

« |f outcome is in certain range (e.g. promising but not
conclusive) and Y;,_has certain values (e.g. ‘boss has

money to collect more data’) then....
we evaluate some S-value S, on (X, 41, -, Xy, ),
otherwise we stop.



Safe Tests are Safe

We first evaluate S;.

If outcome is in certain range and Y,  has certain
values then we evaluate S, ; otherwise we stop.
If outcome of S, Is in certain range and Yy, has
certain values then we compute S5, else we stop.
...and so on

...when we finally stop, after say K data batches, we
report as final result the product S := Hﬁl S

First Result, Informally: any § composed of S-
values in this manner is itself an S-value,
iIrrespective of the stop/continue rule used!



Safe Tests are Safe

 §; may be same function as S;_,, e.g. (simple H)

g f@l pQ(Xla--- ,an)dW(Q) f@l Po(Xonyi1,- s Xy, )W (0)
1= 2 =

pO(Xla---;an) pO(X?’L1+1?"'7XN2)

* But choice of jth S-value S; may also depend on
previous XVi,YNi | e.g.

_ _[(-—-)1 pQ(X'n,1+17 tee 7XN2)dW(9‘ Xl)' . 7Xn1)

52

and then (full compatibility with Bayesian updating)

[ po(Xy,..., Xn,)dW(0)

S-S, =
b po(Xi,..., Xn,)




Safe Tests are Safe

Let S; be S-value onX™ . Forj=1,2,...,let
S;:11 be any collection of S-values defined on x"i+
Let g;: X" x YNi - {stop} uS;,; be arbitrary
stop/continue strategy, and:
Define S :=51(X") if g(X™,Y™) =stop
else
Define S := S1(X™) - S, (xm ym) (X 2,) if g2(XV2,Y?) = stop
else
Define S:= 5, - [17., Sy, if g3 =stop

and so on...



Safe Tests are Safe

Theorem:

Suppose that for all i, X; L (X'~1,Y'"1). Then
S, the end-product of all employed S-values
Sl,Sgl,ng, .. Is itself an S-value

« Technically, the process (51,51 :S5;,,51:5g, - Sg,,-..) IS A
nonnegative supermartingale (Ville ‘39) and the theorem is
proved using Doob’s optional stopping theorem



Safe Tests are Safe

Theorem:

S , the end-product of all employed S-values
Sl,Sgl,ng, .. Is itself an S-value

Corollary: Type-l Error Guarantee Preserved
under Optional Continuation

Suppose we combine S-values with arbitrary
stop/continue strategy and reject H, when final S has
S~1 < 0.05. Then resulting test is a safe test and our
Type-I Error is guaranteed to be below 0.05!



Safe Tests are Safe

Theorem:

under Optional Continy-~
. X
Suppose we comp 030



Generalizing the Result

Theorem says:
Nj1

* Let Sy =S, (zn)(Xyii) where g; : ZN7 — {stop} US;i
S.t.
Vi, VEk e Sj S X" - RS IS S-value: VP ¢ Hy: Ep[Sk] <1

- Suppose that for all i, X; L (X'~1,v"1).
» Let 7 be smallest j such that g;(Z"/) = stop
e Then S := 1‘[;:1 S(;y Is an S-value



Generalizing the Result

Theorem says:

. N SN
g; Z J 5+
FOI’ aII j,letg;: 2% - {contlnue stop} and let .
n; + i

° S(j+1) ZyNj x X Ni+1 —>R6 Si. VPeHy: EP[S(j+1) | ZNj] <1

BELY] )

Let 7 be smallest j such that g;(Z"/ ) = stop
Then S := 1‘[;:1 S(;y Is an S-value



Generalizing the Result

Theorem says: for all j,

+ Let Xy = Xy, 41 Xn;) s XV = (X, ., Xny);
similarly for Y, Z

 Let S, : YY) x xU+1) - R¢ be a function such that
VPeHy:Ep[S;.y | 2] <1

- Let 7 be a stopping time for the process (Z(1y, Z(3, - )

* Then S:=]];_; S(; is an S-value



Optional Stopping vs
Continuation

Let Xy = (Xn,_, 41 Xn;) 5 X0 = (X4, o Xn))

Let S(;,1y : YY) x XU+ 5 RS be a function such that
VPeHy:Ep[S;.y | 29 <1

- Let 7t be a stopping time for the process (Zy), Z2}, - )
« Then S:=[T’_; S, is an S-value

Optional Continuation: we have batches of data
Z1y, Z {2y, ... and we can do optional stopping at the batch-

level (and obtain an S-Value and preserve Type | error
guarantees)

Traditional Optional Stopping: we take Z;y = Z; for all j.



Optional Stopping vs
Continuation

In many but certainly not all cases, we can also do
optional stopping based on S-values.

Suppose that Hy = {Py}, S; = Pl gjjg')fj)'l) ,noY; 's

Then VP e Hy:Ep[S;;1 | X’] <1 and we can do optional
stopping at each j and not just optional continuation
between ‘blocks’

...but if H, composite then sometimes the only
conditional S-value satisfying VP ¢ Hy: Ep[S;;1 | X7] <1
Is given by the trivial S-value S;; = 1. Then OS
impossible (but OC with batches of size n; > 1 still
possible)



(Again:) Safe Testing = Gambling!
Kelly (1956)
« Attime 1you can buy ticket 1 for 1%$. It pays off
51(X1, ..., Xp,) $ after ny steps

« Attime 2 you can buy ticket 2 for 1%$. It pays off
S, (Xn,+1, -, Xn,) $ after n, further steps.... and so on.

You may buy multiple and fractional nrs of tickets.



Safe Testing = Gambling!

« Attime 1you can buy ticket 1 for 1%$. It pays off
51(X1, ..., Xp,) $ after ny steps

« Attime 2 you can buy ticket 2 for 1%$. It pays off
S, (Xn,+1, -, Xn,) $ after n, further steps.... and so on.

You may buy multiple and fractional nrs of tickets.
« You start by investing 1% in ticket 1.



Safe Testing = Gambling!

At time 1 you can buy ticket 1 for 1$. It pays off
51(X1, ..., Xp,) $ after ny steps

At time 2 you can buy ticket 2 for 1$. It pays off
S, (Xn,+1, -, Xn,) $ after n, further steps.... and so on.

You may buy multiple and fractional nrs of tickets.
You start by investing 1$ in ticket 1.

After n, outcomes you either stop with end capital $;
or you continue and buy §; tickets of type 2.



Safe Testing = Gambling!

At time 1 you can buy ticket 1 for 1$. It pays off
51(X1, ..., Xp,) $ after ny steps

At time 2 you can buy ticket 2 for 1$. It pays off
S, (Xn,+1, -, Xn,) $ after n, further steps.... and so on.

You may buy multiple and fractional nrs of tickets.
You start by investing 1$ in ticket 1.

After n, outcomes you either stop with end capital $;
or you continue and buy S; tickets of type 2. After N, =
n, + n, outcomes you stop with end capital S; - S, or
you continue and buy S; - S, tickets of type 3, and so
on..



Safe Testing = Gambling!

You start by investing 1$ in ticket 1.

After n, outcomes you either stop with end capital S,
or you continue and buy S; tickets of type 2. After

N, = n; + n, outcomes you stop with end capital S; -
S, or you continue and buy S; - S, tickets of type 3,
and so on...

S is simply your end capital

Your don’t expect to gain money, no matter what the
stop/continuation rule since none of individual
gambles S, are strictly favorable to you

EPO[Sl] <1,Ep, [82] <1l,...=> EPO[S] <1



Safe Testing = Gambling!

You start by investing 1$ in ticket 1.

After n, outcomes you either stop with end capital S,
or you continue and buy S; tickets of type 2. After

N, = n; + n, outcomes you stop with end capital S; -
S, or you continue and buy S; - S, tickets of type 3,
and so on...

S is simply your end capital

Your don’t expect to gain money, no matter what the
stop/continuation rule since none of individual
gambles S, are strictly favorable to you

Hence a large value of S indicates that something
very unlikely has happened under H,, ...



Default S-Value # Neyman

1. H, and H; are point hypotheses — then default S-
value is:

p1(X™)

S =

... the safe test based on S looks a bit like, but is not a
standard Neyman-Pearson test.| more conservative

Safe Test: reject if S(X*) > 1/«
NP: reject if S(X*) = 1/B with Bs.t. P,(S(X*) > B) =«




SafeTests & Neyman-Pearson, again

* Letp be a strict p-value: forallP e Hy, Pp < a) =«
e LetS = % Ifp < a,and S =0 otherwise
 Thenforall P € Hy,

Ep[s] = P(r <o)~ + P(p>a) 0=1

...S0 S Is an S-value, and obviously, the safe test based
on S rejects iff p < a. It thus implements the Neyman-
Pearson test at significance level «.



SafeTests & Neyman-Pearson, again

* Letp be a strict p-value: forallP e Hy, Pp < a) =«
e LetS = % Ifp < a,and S =0 otherwise
 Thenforall P € Hy,

Ep[s] = P(r <o)~ + P(p>a) 0=1

...S0 S Is an S-value, and obviously, the safe test based
on S rejects iff p < a. t thus implements the Neyman-
Pearson test at significance level «.

..butitis avery silly S-value to use! With
probability a, you loose all your capital, and you will
never make up for that in the future!



Safe Tests and Neyman-Pearson,
again

« The Safe Test based on an S-Value that is a
likelihood ratio is not a Neyman-Pearson test (it is
more conservative)

« Neyman-Pearson tests (that only report ‘reject’
and ‘accept’, and not the p-value) are (other) Safe
Tests, but useless ones corresponding to
iIrresponsible gambling...



Some S-Values are
Better than Others

 The Trivial S-Value S = 1is valid, but useless

« The Neyman-Pearson S-value is valid, but extremely
dangerous to use!

 We need some idea of ‘optimal S-value’



How to design S-Values?

* Suppose we are willing to admit that we’'ll only be
able to tell H, and H, apart if P € Hy, U H; for some
H; c H, that excludes points that are ‘too close’ to H,

e.g.

Hy={P):0€©1},0] ={0ec©y: inf |6—-0bg2> 6}
RIESH

« We can then look for the GROW (growth-optimal in
worst-case) S-value achieving

sup inf Exn_p.[lOgS
WP oy, B pyllog 5]



GROW: an analogue of Power

 The GROW (growth-optimal in worst-case) S-value
relative to H, s IS the S-value achieving

sup inf Exn_p.[lOgS
P ey X pyllog 5]

where the supremum is over all S-values relative to H,,

* ...SO we don’t expect to gain anything when investing
In S under H,

« ...but among all such S we pick the one(s) that make
us rich fastest if we keep reinvesting in new gambles
under H,



Main Theorem
(will be made precise in 3 weeks)

« Under ‘hardly any conditions’ on H, and H; a GROW
S-value exists! [G., De Heide, Koolen, 2019]



Three Philosophies of Testing

Jerzy Neyman: alternative exists, “inductive .

behaviour”, ‘significance level’ and power

Sir Ronald Fisher: test statistic rather than
alternative, p-value indicates “unlikeliness”

Sir Harold Jeffreys: Bayesian, alternative exists,
absolutely no p-values

J. Berger (2003, IMS Medaillion Lecture): Could
Neyman, Fisher and Jeffreys have agreed on testing?

... Using S-Values we can unify/correct the central
Ideas



“Fisherian” Example

2. Ryabko & Monarev’s (2005)
Compression-based randomness test

R&M checked whether sequences generated by
famous random number generators can be
compressed by standard data compressors such as

gzip and rar
Answer: yes! 200 bits compression for file of 10
megabytes

S(Xn) — onr of bits compressed (!!)



Additional Background Slides



Null Hypothesis Testing

« LetH, ={Py|O € 0y} represent the null hypothesis

« For simplicity, today we assume data X,, X, ... are
li.d. under all P € H .

« LetH;={Pyl|O € 0.} represent alternative hypothesis

« Example: testing whether a coin is fair
Under Py , data are i.i.d. Bernoulli(8)

0, ={>}, 0, = [0,1]\ {3}

Standard test would measure frequency of 1s



Null Hypothesis Testing

« LetH, ={Py|O € 0y} represent the null hypothesis

« LetH;={Pyl|O € 0.} represent alternative hypothesis

« Example: testing whether a coin is fair
Under Py , data are i.i.d. Bernoulli(8)

S —{ } 0, = [0, 1]\{2} Simple H,
Standard test would measure frequency of 1s




Null Hypothesis Testing

« LetHy, ={Py|O € Oy} represent the null hypothesis

« LetH,={Py|O € 0.} represent alternative hypothesis

« Example: t-test (most used test world-wide)
Ho: X; ~iia. N(0,0%) vs.
Hi:X; ~;;4 N(u, %) forsome u # 0

o2 unknown (‘nuisance’) parameter
HO — {Po'lo- € (0,00)}
Hy = { P, |0 € (0,0),u € R\ {0}}



Null Hypothesis Testing

« LetHy, ={Py|O € Oy} represent the null hypothesis

« LetH,={Py|O € 0.} represent alternative hypothesis

« Example: t-test (most used test world-wide)

Ho: X; ~iiq. N(0,0%) vs. Composite H,

Hi:X; ~;;4 N(u,o?) forsome u # 0
o2 unknown (‘nuisance’) parameter
Hy = { P;|o € (0,)}
H, = {Pa,ulg € (0,0),u € R\ {0}}



Standard Method:
p-value, significance

Let Hy = { Pg|6 € 0,} represent the null hypothesis

A (“nonstrict”) p-value is a random variable (1) such
that, forall 6 € 9, ,

Py, (P < a) <a



