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Abstract

Near-�eld virtual realityallowsusersto interactwith
virtual objectswithin arm's reachof theuser. Envi-
ronmentsfor near-�eld VR arewell suitedfor direct
preciseinteractionby takingadvantageof theuser's
hand-eyeco-ordination.

We discussthe designand initial experienceof
a near-�eld virtual environment,thePersonalSpace
Station(PSS).In thissystem,all interactive3D tasks
arerealizeddirectly with thehandsor by usingtask
speci�c graspableinput devices. The primary mo-
tivationsfor building the systemare to provide an
environmentthat can be usedundernormal of�ce
workingconditions,thatallowsfor directnaturalin-
teraction,andthatis low cost.

The PSSconsistsof a mirror in which stereo-
scopicimagesare re�ected. The userreachesun-
der the mirror to interact with the virtual world.
TheprincipledifferencesbetweenthePSSandother
near-�eld systemsare that interactionis basedon
opticaltracking,thesystemis con�gurableto adapt
to variousapplicationrequirements,andthePSSis
a low-cost,completedesktopVR system.Two cam-
erasareusedto track the spacein which the inter-
actiontakesplace. Robust andlow latency optical
trackingpaves the way for versatileandgraspable
3D interfacessupportingdirectinteraction.

1 Intr oduction

In this paperwe describethe PersonalSpaceSta-
tion (PSS),a near-�eld virtual environmentthatad-
dressesthe issuesof direct interaction,ergonomics,
andcosts. The PSSconsistsof a mirror in which
a stereoscopicimageis re�ected. Theuserreaches
underthemirror to interactwith thevirtual objects
directly with his handsor by usinggraspable,task
speci�c inputdevices.Camerasareusedto trackin-

teraction.A prototypePSSis shown in Figure1.
Themotivationfor building thePSSis threefold.

First, to provideanenvironmentfor 3D applications
basedonwireless,directandnaturalinteraction;the
PSSusesoptical tracking for interaction. Second,
to provide an environmentthat canbe usedin nor-
mal of�ce working conditions;thePSSis designed
to �t on a user's deskandcanbe usedundernor-
mal lighting conditionswhile the user is comfort-
ablyseated.Third, to providea versatiledesignthat
allowsa low-costsystemto bebuilt; thePSSis con-
structedusingonly off-the-shelfcommoditycompo-
nents.

Until now, interaction in virtual environments
hasmostlybeenrealizedwith genericwire-based6
degrees-of-freedom(DOF) input devices,suchasa
wandor stylusequippedwith amagnetictracker. In-
teractiontechniquesthatusethesedevicesareoften
indirect, dif�cult to use,and lack precisionwhich
canresult in lossof taskperformance,discomfort,
anduserfatigue.Near-�eld interactive tasksshould
bedonein a moredirectandnaturalway, usingei-
ther taskspeci�c input devicesor directly with the
hands.Fitzmauricefor example,hashadgreatsuc-
cesswith graspableuserinterfaces[1]. Recentre-
searchindicatesthathand-imageco-locationcanin-
creasetask performancesigni�cantly, particularly
when orientationis involved [2]. However, when
usedin back-projecteddisplaysystemsnear-�eld in-
teractionis problematic:handsandotherbodyparts
blockthedisplayresultingin occlusionof theimage,
andthe physicalprojectionsurfaceprohibitsdirect
interactionwith thevirtual world behindthesurface.
Head-mounteddisplay systems(HMDs) would be
bettersuitedfor near-�eld direct interaction.How-
ever, HMDs still lack suf�cient displayquality, or
they becomeveryexpensive [3].

A different approachfor near-�eld virtual envi-
ronmentsis to usea mirror in which a stereoscopic
imageof the virtual world is re�ected from a dis-
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Figure1: ThePersonalSpaceStationprototype.Left: front view. Right: rearview.

playsurface.A usercanreachunderthemirror into
the virtual world to interact. The principle advan-
tageof usinga mirror is that the3D spacein which
interactionis performedis superimposedover the
visual spacewithout obscuringthe image. In this
way, a 3D interfacecantakeadvantageof theuser's
uniquehand-eye co-ordinationto stimulatevarious
sensory-motorcues.Indeed,suchreach-inenviron-
mentsareoftenreferredto as'dexterousVR', in or-
der to emphasizeon the skillful andcompetentus-
ageof hands.

In this paperwe presentthedesignandinitial ex-
perienceof theprototypePersonalSpaceStation,a
mirror-based,near-�eld desktopVR system. The
next Sectiondiscussesrelatedwork and positions
the PSSagainstother environments. In Section3
we describethe PSSin more detail, followed by
someexamplesof 3D interactionin thesystem(Sec-
tion 4). In Section5, we discussinitial userexperi-
encewith theprototypePSSandanumberof design
trade-offs.

2 RelatedWork

The�rst mirror-basedenvironmentwasproposedby
Schmandtin 1983 [4]. The systemuseda half-
silveredmirror with a standardCRT monitor, and

a 6 DOF magnetictrackingdevice with a stylusfor
positionalinput. Schmandt's goal was to allow “a
styleof interactionin which spatialcorrespondence
betweeninput and output devices could be main-
tained”. Althoughadvancedfor its time, thesystem
sufferedfrom magneticinterferencewith thetracker
causedby the CRT. Postonet al. [5] andWiegand
et al. [3] proposesimilar systemsbut equippedwith
respectively amechanicaltrackerandaPhantomfor
3D input and force-feedback.The Swedishcom-
pany ReachIn[6] sellsa reach-indevice which also
usesa Phantomfor 3D input and force-feedback.
In all thesesystems,theuser's headpositionis not
tracked. Postonet al. for instance,claim thathead
trackingintroducestoomuchlatency for precisein-
teractive work. ThePSSdiffersfrom thesesystems
in two ways: �rst, sincewe requirethat imagesare
correctlyprojected,in our systemthe useris head
tracked. Second,our systemusesoptical tracking
for all 3D interactivetasks.

It would appearthat a correctperspective view
is mandatoryin order for normalhand-eye coordi-
nation skills to be applied. However, recentuser
studieshave not beenconclusive on whetherhead
tracking increasesthe performanceof 3D interac-
tivetasks.For example,Boritz andBoothreportthat
headtrackinghasno appreciableeffect on the per-
formanceof 3D positioningtasks[7]. On theother
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hand,ArsenaultandWaredo�nd thatheadtracking
hasa positive effect on the performanceof a rapid
handmovementtask [8]. Although headtracking
accountsfor additionalcomplexity andcostof the
system,we postulatethatacorrectperspectiveview
is necessary. Our experienceis that the depthcues
gainedfrom motion parallaxaresubstantialfor the
(bio-medical)applicationswe arestudying. More-
over, since our future plans include using a half-
silveredmirror to implementaugmentedreality ap-
plications,webelievethatheadtrackingisnecessary
to maintainthespatialcorrespondencebetweenthe
virtual andrealworld.

In our system, retro-re�ective markers under
infra-red (IR) lighting conditionsareusedto track
objects locatedunder the mirror. Advantagesof
optical tracking are that it allows for wirelessin-
put, it is lesssusceptibleto noise,andit allows for
many objects to be tracked simultaneously. The
usageof retro-re�ective markers for virtual real-
ity is not new. For example, Ribo et al. [9] and
Dorfmüller [10] reporton similar trackingsystems
using retro-re�ective markers for wand-like inter-
action and head tracking on a projection table.
Although no quantitative measurementsare given,
Ribo et al. claim “very goodspatialaccuracy in all
6 DOF”. ThePSSdiffers from theseapproachesin
that, due to compactspaceconstraints,we require
a much closerrangeimageacquisitionand object
recognition.

A systemsimilar to thePersonalSpaceStationis
the Virtual Hand Lab (VHL), developedat Simon
FraserUniversity [11]. However, the VHL differs
from thePSSin a numberof ways.TheVHL is in-
tendedto beanexperimentaltest-bedtoexaminehu-
manperceptionandmotorperformancewhencom-
plex tasksareexecutedusing the hands. The PSS
is designedasacompletesystemwhichcanbeused
in multipleapplicationareas,includingscienti�c vi-
sualization,training, andentertainment.Also, the
costsof thePSSaremorethananorderlower than
the VHL, bringing the PSSwithin reachof every
end-user. Further, the working volumeof the PSS
canbeeasilycon�guredfor differentapplicationre-
quirements.

3 The PSSPrototype

3.1 Apparatus

The apparatusconsistsof three components: a
graphicsengine,a tracking engine,and a wooden
chassisto mount the monitor, the mirror, and the

cameras(seeFigure 1). The constructionof the
���������	�
���	�

cm chassisallows for easyexperi-
mentationwith different workspacecon�gurations
by adjusting the mount points of the mirror, the
monitor, and the camerasusedfor tracking. The
graphicsengineis a standardPC equippedwith an
ATI FireGL3 graphicsboardanda high-resolution
19 inch CRT monitor. Thedisplayresolutionis set
to 1024x768@ 120hz. The tracking engineis a
PCequippedwith two LeutronVisionPictPortH4D
dual channelframe grabbersand two Leutron Vi-
sionLV-7500progressive scanCCD-cameras.Two
ComputarH0612FI lenseswith a focal length of
6 mm andanF numberof 1.2are�tted to thecam-
eras.

Thetotalhardwarecostsof theprototypePSSare
approximately13 kEuro. Although still expensive,
thecostsaresubstantiallylower thanfor instancea
largebackprojecteddisplayenvironment.Theprice
of onesinglehigh quality BARCO projectoris sig-
ni�cantly higherthanthecompleteprototype.

The prototypePSSrunsunderthe Linux operat-
ing system.TheFireGL is currentlytheonly graph-
ics board with Linux device drivers that support
quad-bufferedstereo.PVR, an in-housetoolkit for
portablevirtual reality applications[12], is usedfor
softwaredevelopment.

3.2 Design

The basicdesignof the systemis diagrammedin
Figure 2. The designdistinguishesbetweenthree
spaces:thevisualspace(de�nedasthevirtual space
that the usercanvisually perceive), the interaction
space(theareain which theuserperforms3D inter-
action),the tracking space(theareacoveredby the
cameras).

Applications may require different workspace
con�gurations. Several parametersin�uence the
con�guration: theposition,orientation,andsizeof
theCRT monitor, thepositionandorientationof the
mirror, the intrinsic andextrinsic parametersof the
cameras,andthepositionof theuserwith respectto
thechassis.Thegoal is to choosetheseparameters
suchthatthevisualspace,theinteractionspace,and
thetrackingspacecoincide.

Visual Space The mirror re�ects thedisplaysur-
faceof the CRT monitor into a virtual focusplane
in front of the user. Due to accommodationand
convergencecon�icts, theusefuldepthrangeof the
visual spaceis limited. This depth rangeshould
not exceed +/- 10 centimetersaround the focus

3



Camera

Mirror

Monitor

VFP

Figure2: Schematicsideview of thePersonalSpace
Station. Indicatedare the monitor, the mirror, the
cameras,and the con�gurable virtual focus plane
(VFP). The stippledlines indicatethe visual space
andtrackingspace.The headtracked useris com-
fortablyseatedandinteractionis direct.

plane.Virtual objectsdrawn outsidethedepthrange
maycausevisualdiscomfortssuchasdoublevision
(whentheuseris unableto fusethestereoscopicim-
ages).Dependingon the applicationrequirements,
theCRT monitorandthemirror canbemountedat
a differentpositionsandorientationsin thechassis.
Changingthesepositionsandorientationswill result
in a differentpositionandorientationof thevirtual
focusplanewith respectto thechassis.

A Logitech 6 DOF acoustic head tracker is
usedfor headtracking. The ultrasoundemitter is
mountedin the chassisabove the mirror and the
receiver is mountedon the user's shutterglasses.
The active areaof the headtracker is de�ned as
a 100-degreeconethat extendsapproximately� ve
feet from the transmitter. The publishedresolution
of thetracker is 1/250of aninchalongtheX,Y, and
Z axesand1/10 of a degreefor the pitch, yaw and
roll rotations. The tracker cangenerate50 reports
persecondandthereportedminimal latency (with-
out �ltering) is 30ms.

Interaction Space The interaction spaceis re-
strictedto the areathat the usercanreachwith his
handsor with the input devices. Thedesigngoal is
to positiontheinteractionworkspacesuchthatit en-

closesthevisualworkspaceand3D interactioncan
be realizedcomfortably, i.e. the useris seatedbe-
hind a desk,his elbows arerestedon the desktop,
andheshouldnotneedto over-reachinto thevirtual
world to perform3D interaction.Importantparam-
etersin this respectare the position andheight of
the chair and table in combinationwith the user's
physicalcharacteristicssuchashis upperandlower
armlength.Furthermore,thePSSshouldalsoallow
for conventional(non3D) interactiondevicesto be
used,suchasakeyboardor dials.

Tracking Space A camera's �eld of view is deter-
minedby its extrinsic parameters(positionandori-
entation)andintrinsic parameters(internalgeome-
try andoptical characteristics).The trackingspace
is de�ned as the intersectionvolumeof both cam-
eras' �eld of view. The tracking spaceis illumi-
natedby ringsof IR ledsmountedcloselyaroundthe
cameralenses.IR-pass�lters in front of thecamera
lensesareusedto cut-off the light below a chosen
wavelength.Retro-re�ective markersareappliedto
all objectsto be tracked. IR light from the leds is
re�ected by themarkersinto the lenssuchthat,af-
ter thresholding,blobsof white pixels occurin the
acquiredimage.

For the con�guration of the tracking space,it
is our desireto meet two requirements:we wish
to mount the camerasas close as possibleto the
workspace(to keepthePSScompact)while acquir-
ing a tracking spacethat enclosesthe 3D interac-
tion space.Several trade-offs comeinto play. For
example,to position the camerasvery closeto the
workspace,lenseswith small focal lengthshave to
be chosen.Suchlenseshowever, causesigni�cant
distortionsin the acquiredimagesthat have to be
corrected. Furthermore,IR light re�ected by nor-
mal (diffusere�ective) objectsthatarecloseto the
lenscancauseundesiredblobsin theimage,making
it moredif�cult to tracktheretro-re�ectivemarkers
robustly.

The stepsperformedin reconstructinga 3D po-
sition from the marker re�ections in the images
consistsof 2D blob position detection,correction,
recti�cation, corresponding,and 3D re-projection.
Thesestepsarewell known from literature,seefor
instance[13]. To facilitatethecorrespondenceprob-
lem, markers of different sizesand shapescan be
used.In addition,markerscanbeplacedin speci�c
patterns.

For cameracalibrationandparameterestimation,
we use a method as developed by Zhang [14].
The methodcomputes6 extrinsic cameraparame-
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ters(positionandorientation)and8 intrinsic (focal
length,aspectratio,imagecenter, andtwo radialand
two tangentialdistortioncoef�cients). Figure3 tab-
ulatesaninitial measurementof theaccuracy of the
optical tracker. For this we placed108 markers(9
rows,12columns)in arectangularpattern.Therect-
angularpatternis placedat threedifferentheights
in the workspace. The accuracy is de�ned as the
differencebetweentherealandcomputedpositions.
The imagein Figure3 shows the patternplacedat
a heightof 3 centimeters.The tablegivesthemin-
imum, maximum,andaverageerror found at each
height.

Height Min Max Avg
3.0cm 4 mm 7 mm 6 mm

14.0cm 1 mm 4 mm 2 mm
24.2cm 2 mm 6 mm 4 mm

Figure 3: Accuracy measurements: the image
shows therectangularpatternof 108markersin the
workspaceatheight= 3 cm. Thetablegivesthemin-
imum, maximumandaverageaccuracy of markers
at threedifferentheights.Accuracy is de�ned asthe
differencein millimetersof the marker position in
therealworld andthereconstructed3D position.

The tableshows that 3D positionsarecomputed
with anaccuracy between1 and7 millimeters. The
numbersgiven in the tablearefrom initial calibra-
tion andmeasurementprocedures.Althoughwe are
encouragedby theseresults,we believe that theac-
curacy canbemaximizedwhenweimproveourcal-
ibrationandmeasurementprocedures.

4 Interaction Examples

To demonstratethe capabilitiesof the prototype
PSS,a simpleinteractive moleculeviewer hasbeen
implemented.Themoleculeviewer usesfour input
devicesandinteractiontechniques(seeFigure4).

Thethimbledeviceisusedfor pointingandselect-
ing atoms.Device feedbackis providedby drawing
a coneandhighlighting theselectedatom. Thepo-
sition and direction of the thimble is tracked with
two re�ectivemarkers.Atomsintersectingthetip of
the thimble areselected.The cutting planedevice
is constructedasa roundcardboardplanemounted
on a pencil. It is usedto cut a molecularsurface.
The positionanddirectionof the cutting-planede-
vice is tracked with two re�ective markers on the
pencil. Feedbackis drawn asa transparentcutting
planeat the sameposition of the roundcardboard
plane.Finally, the ruler device is usedfor distance
measurementsin the molecule.The ruler device is
constructedasaslidingpieceof cardboardmounted
on a plasticruler. Theruler is trackedwith two re-
�ecti ve markers,oneon the tip of the plastic ruler
and one on the sliding cardboard. Measurements
aremadesnappingthe tip of the ruler on an atom
and sliding the cardboardto other atoms. Device
feedbackis givenby drawing a segmentedcylinder.
Thelengthof eachsegmentis moleculespeci�c, but
typically representsa few nano-meters.

Two handedinput is possibleby, for example,us-
ing a cubedevice in thenon-dominanthandsimul-
taneouslywith thecuttingplanedevice in thedom-
inant hand(Figure5). The cubedevice is usedto
positionandorient the molecule. Device feedback
is provided by drawing a small coordinatesystem
to indicatetheorientationof themolecule.Patterns
of 4 re�ective markersare tracked which areused
to computethepositionandorientationof thecube.
Theright imageof Figure5 showsanexampleof the
detectedblobsfrom oneof thecameras.

The trackingperformancein thesetechniquesis
adequate.Thedualcamerasandframegrabbersare
ableto grab60PAL imagespersecond.Blob detec-
tion, correction,recti�cation, correspondence,and
3D re-projectioncanbedonein nearreal time. For
eachdevice,thetrackingenginesendsmorethan50
reportspersecondto thegraphicsengine.Themax-
imum latency of eachdevice is between25 and50
milliseconds.
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Figure4: Somelow-cost,wirelessinputdevices.Bottomrow from left to right: athimbleusedfor atomse-
lection,acuttingplanedeviceto positionandorientacuttingplane,andaruler for distancemeasurements.
Thetop row imagesshow thecorrespondingdevice feedback.

5 Discussion

It is our experiencethat in near-�eld VR, usersare
being`attracted'to the objectsseen;assoonasan
objectcomeswithin arm'sreachthenaturalreaction
of theuseris oftento reachoutandtry to manipulate
theobject.It is thisnotionof hand-eyeco-ordination
thatwe want to exploit in our system:all 3D inter-
active tasksarerealizeddirectly with the handsor
by usingsimpletaskspeci�c input devices.

We have demonstratedour systemwith several
example applicationsto many users,both experi-
encedand peoplenovel to VR. Throughinformal
observationsandfrom usercommentswefoundthat
interactionindeed`comesnatural'. The combina-
tion of simple,wire-lessinteractiondevices,hand-
eye co-ordination,andvisual feedbackrelievesthe
userof having to reasonaboutthe desiredinterac-
tion to beperformed.

Themotivationsfor designingthePSSwereto ad-
dressthe issuesof naturalinteraction,ergonomics,
andcosts.To enableinteraction,wehavechosenfor
opticaltrackingin whicheachobjectto betrackedis
equippedwith retro-re�ectivemarkers.An inherent
problemto thisapproachis thatof markerocclusion,
whichwill resultin a(temporary)lossof markersin

thecameraimages.Variousmethodshavebeenpro-
posedby the computervision communitythat ad-
dressthis problem[15]. For example,to minimize
theproblemof occlusion,additionalmarkerscanbe
placedon an object or additionalcamerascan be
placedin the scene. An other approachis that of
model basedinteractionin which additionalinfor-
mationaboutanobjectandits markersis known at
all times. For example,in additionto a position,a
markermayhaveavelocityandacceleration.In this
way, higher-level decisionsaboutobject identi�ca-
tion andpositioningcanbemade.

With respectto ergonomics,it hasbeenourdesire
to make the design`userandof�ce-friendly'. This
includeskeepingthesystemcompactandportable,
beingableto useit in normalof�ce conditions,and
beingableto usethesystemcomfortablywhile be-
ing seatedwith theelbowsrestedon thedesktop. A
few remarksto bemadefrom experiencearethat:

� TheLogitechacousticheadtracker causesdis-
comfort becausethe receiver is mountedon
the stereoshutterglasseswhich makes it too
bulky andheavy. Also, the active areaof the
tracker at closerangeis too small. A different
approachfor headtrackingwould be to place
threere�ective markerson the shutterglasses
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Figure5: Two handedinput: the cubeis usedto positionandorient the moleculeandthe cutting plane
device is usedto cut thesurface.Theright imageis anexamplesnapshotof thepatternscapturedfrom one
of thecameras.

and use optical tracking. However, this ap-
proachwould requirethetrackingspaceto en-
closethe user's heador the useof additional
cameras.

� The displaysuffers from ghosting: besidethe
correctimage,the left andright eyesalsoper-
ceive a (low intensity) imageintendedfor the
othereye. This may be causedby inadequate
closureof the shutterglassesor by too much
after-glow of the monitor. It looks awkward
andcancausefusion problems. Furthermore,
thedisplayrateof 120Hz interfereswith nor-
mal of�ce neonlights,which causesanannoy-
ing �ick er in theperipheralvision.

With respectto costs,thehardwareof theproto-
typePSSamountsto approximately13kEuro.More
thanhalf of this is dueto theoptical trackinghard-
ware.Theprototypeusestwo LeutronLV-7500pro-
gressive scanCCD-cameras.Theframegrabbersin
combinationwith thesecamerasprovide full stereo
imagesin PAL resolutionat 60 framesa second.A
signi�cantly cheaperapproachwould be to usein-
terlacedCCD-cameras.Thesecamerascanacquire
imagesin PAL resolutionat 30 framesa secondus-
ing only a singleframegrabber. However, eachim-
ageconsistsof two interlacedimagesthat may be
slightly displaced.In thenearfuture,wewantto in-
vestigatethe effect of using interlacedcamerason
the overall accuracy andperformanceof the track-
ing system.In general,featuredetectionon slightly
displacedimagesmay result in lessaccuratepoint
reconstruction.However, smoothingandprediction
�lters mightbeusedto accommodatefor lossof ac-
curacy andperformance.

6 Conclusion

In this paperwe describethe PersonalSpaceSta-
tion (PSS),a virtual environment for applications
thatemploy precisenear-�eld interaction.Thegoal
of the PSSis to allow the userto interactdirectly
with avirtual world. Specialemphasisof thedesign
hasbeenplacedon theergonomicsandcostsof the
system.ThemaindifferencesbetweenthePSSand
othernear-�eld systemsis that interactionis based
on optical tracking, the systemis con�gurable to
adaptto variousapplicationrequirements,and the
PSSis a low-cost,completedesktopVR system.

Experiencewith near-�eld VR systemshasshown
us that usersareattractedto virtual objectswithin
reach. They areeagerto graspandmanipulatethe
virtual objectswith their hands. We believe that
by enablingusersto interactwith theseobjectsin
sucha direct andnaturalway, andtherebyexploit-
ing thenotionof hand-eyeco-ordination,thefeeling
of presencewill beenhancedandinteractionwill be
moretransparentandaccurate.

In the nearfuture, we want to formally investi-
gatethese�ndings with userstudies.Furthermore,
we will continueto improve the designandimple-
mentationof the PSSaccordingto the experiences
obtainedfrom thesestudiesand from the usageof
the PSS in bio-medical applications. Additional
enhancementsinclude the developmentof a more
compactandlightweightchassis,themountingof a
half-silveredmirror to studygraspable3D interfaces
in augmentedreality, andthedevelopmentof higher
level model-basedinteractionmethodsto overcome
theocclusionprobleminherentto opticaltracking.
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