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Abstract

Near-field virtual reality allows users to interact with
virtual objects within arm’s reach of the user. Envi-
ronments for near-field VR are well suited for direct
precise interaction by taking advantage of the user’s
hand-eye co-ordination.

We discuss the design and initial experience of
a near-field virtual environment, the Personal Space
Station (PSS). In this system, all interactive 3D tasks
are realized directly with the hands or by using task
specific graspable input devices. The primary mo-
tivations for building the system are to provide an
environment that can be used under normal office
working conditions, that allows for direct natural in-
teraction, and that is low cost.

The PSS consists of a mirror in which stereo-
scopic images are reflected. The user reaches un-
der the mirror to interact with the virtual world.
The principle differences between the PSS and other
near-field systems are that interaction is based on
optical tracking, the system is configurable to adapt
to various application requirements, and the PSS is
a low-cost, complete desktop VR system. Two cam-
eras are used to track the space in which the inter-
action takes place. Robust and low latency optical
tracking paves the way for versatile and graspable
3D interfaces supporting direct interaction.

1 Introduction

In this paper we describe the Personal Space Sta-
tion (PSS), a near-field virtual environment that ad-
dresses the issues of direct interaction, ergonomics,
and costs. The PSS consists of a mirror in which
a stereoscopic image is reflected. The user reaches
under the mirror to interact with the virtual objects
directly with his hands or by using graspable, task
specific input devices. Cameras are used to track in-

teraction. A prototype PSS is shown in Figure 1.
The motivation for building the PSS is threefold.

First, to provide an environment for 3D applications
based on wireless, direct and natural interaction; the
PSS uses optical tracking for interaction. Second,
to provide an environment that can be used in nor-
mal office working conditions; the PSS is designed
to fit on a user’s desk and can be used under nor-
mal lighting conditions while the user is comfort-
ably seated. Third, to provide a versatile design that
allows a low-cost system to be built; the PSS is con-
structed using only off-the-shelf commodity compo-
nents.

Until now, interaction in virtual environments
has mostly been realized with generic wire-based 6
degrees-of-freedom (DOF) input devices, such as a
wand or stylus equipped with a magnetic tracker. In-
teraction techniques that use these devices are often
indirect, difficult to use, and lack precision which
can result in loss of task performance, discomfort,
and user fatigue. Near-field interactive tasks should
be done in a more direct and natural way, using ei-
ther task specific input devices or directly with the
hands. Fitzmaurice for example, has had great suc-
cess with graspable user interfaces [1]. Recent re-
search indicates that hand-image co-location can in-
crease task performance significantly, particularly
when orientation is involved [2]. However, when
used in back-projected display systems near-field in-
teraction is problematic: hands and other body parts
block the display resulting in occlusion of the image,
and the physical projection surface prohibits direct
interaction with the virtual world behind the surface.
Head-mounted display systems (HMDs) would be
better suited for near-field direct interaction. How-
ever, HMDs still lack sufficient display quality, or
they become very expensive [3].

A different approach for near-field virtual envi-
ronments is to use a mirror in which a stereoscopic
image of the virtual world is reflected from a dis-
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Figure 1: The Personal Space Station prototype. Left: front view. Right: rear view.

play surface. A user can reach under the mirror into
the virtual world to interact. The principle advan-
tage of using a mirror is that the 3D space in which
interaction is performed is superimposed over the
visual space without obscuring the image. In this
way, a 3D interface can take advantage of the user’s
unique hand-eye co-ordination to stimulate various
sensory-motor cues. Indeed, such reach-in environ-
ments are often referred to as ’dexterous VR’, in or-
der to emphasize on the skillful and competent us-
age of hands.

In this paper we present the design and initial ex-
perience of the prototype Personal Space Station, a
mirror-based, near-field desktop VR system. The
next Section discusses related work and positions
the PSS against other environments. In Section 3
we describe the PSS in more detail, followed by
some examples of 3D interaction in the system (Sec-
tion 4). In Section 5, we discuss initial user experi-
ence with the prototype PSS and a number of design
trade-offs.

2 Related Work

The first mirror-based environment was proposed by
Schmandt in 1983 [4]. The system used a half-
silvered mirror with a standard CRT monitor, and

a 6 DOF magnetic tracking device with a stylus for
positional input. Schmandt’s goal was to allow “a
style of interaction in which spatial correspondence
between input and output devices could be main-
tained”. Although advanced for its time, the system
suffered from magnetic interference with the tracker
caused by the CRT. Poston et al. [5] and Wiegand
et al. [3] propose similar systems but equipped with
respectively a mechanical tracker and a Phantom for
3D input and force-feedback. The Swedish com-
pany ReachIn [6] sells a reach-in device which also
uses a Phantom for 3D input and force-feedback.
In all these systems, the user’s head position is not
tracked. Poston et al. for instance, claim that head
tracking introduces too much latency for precise in-
teractive work. The PSS differs from these systems
in two ways: first, since we require that images are
correctly projected, in our system the user is head
tracked. Second, our system uses optical tracking
for all 3D interactive tasks.

It would appear that a correct perspective view
is mandatory in order for normal hand-eye coordi-
nation skills to be applied. However, recent user
studies have not been conclusive on whether head
tracking increases the performance of 3D interac-
tive tasks. For example, Boritz and Booth report that
head tracking has no appreciable effect on the per-
formance of 3D positioning tasks [7]. On the other
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hand, Arsenault and Ware do find that head tracking
has a positive effect on the performance of a rapid
hand movement task [8]. Although head tracking
accounts for additional complexity and cost of the
system, we postulate that a correct perspective view
is necessary. Our experience is that the depth cues
gained from motion parallax are substantial for the
(bio-medical) applications we are studying. More-
over, since our future plans include using a half-
silvered mirror to implement augmented reality ap-
plications, we believe that head tracking is necessary
to maintain the spatial correspondence between the
virtual and real world.

In our system, retro-reflective markers under
infra-red (IR) lighting conditions are used to track
objects located under the mirror. Advantages of
optical tracking are that it allows for wireless in-
put, it is less susceptible to noise, and it allows for
many objects to be tracked simultaneously. The
usage of retro-reflective markers for virtual real-
ity is not new. For example, Ribo et al. [9] and
Dorfmüller [10] report on similar tracking systems
using retro-reflective markers for wand-like inter-
action and head tracking on a projection table.
Although no quantitative measurements are given,
Ribo et al. claim “very good spatial accuracy in all
6 DOF”. The PSS differs from these approaches in
that, due to compact space constraints, we require
a much closer range image acquisition and object
recognition.

A system similar to the Personal Space Station is
the Virtual Hand Lab (VHL), developed at Simon
Fraser University [11]. However, the VHL differs
from the PSS in a number of ways. The VHL is in-
tended to be an experimental test-bed to examine hu-
man perception and motor performance when com-
plex tasks are executed using the hands. The PSS
is designed as a complete system which can be used
in multiple application areas, including scientific vi-
sualization, training, and entertainment. Also, the
costs of the PSS are more than an order lower than
the VHL, bringing the PSS within reach of every
end-user. Further, the working volume of the PSS
can be easily configured for different application re-
quirements.

3 The PSS Prototype

3.1 Apparatus

The apparatus consists of three components: a
graphics engine, a tracking engine, and a wooden
chassis to mount the monitor, the mirror, and the

cameras (see Figure 1). The construction of the
���������	�
���	�

cm chassis allows for easy experi-
mentation with different workspace configurations
by adjusting the mount points of the mirror, the
monitor, and the cameras used for tracking. The
graphics engine is a standard PC equipped with an
ATI FireGL3 graphics board and a high-resolution
19 inch CRT monitor. The display resolution is set
to 1024x768 @ 120hz. The tracking engine is a
PC equipped with two Leutron Vision PictPort H4D
dual channel frame grabbers and two Leutron Vi-
sion LV-7500 progressive scan CCD-cameras. Two
Computar H0612FI lenses with a focal length of
6 mm and an F number of 1.2 are fitted to the cam-
eras.

The total hardware costs of the prototype PSS are
approximately 13 kEuro. Although still expensive,
the costs are substantially lower than for instance a
large back projected display environment. The price
of one single high quality BARCO projector is sig-
nificantly higher than the complete prototype.

The prototype PSS runs under the Linux operat-
ing system. The FireGL is currently the only graph-
ics board with Linux device drivers that support
quad-buffered stereo. PVR, an in-house toolkit for
portable virtual reality applications [12], is used for
software development.

3.2 Design

The basic design of the system is diagrammed in
Figure 2. The design distinguishes between three
spaces: the visual space (defined as the virtual space
that the user can visually perceive), the interaction
space (the area in which the user performs 3D inter-
action), the tracking space (the area covered by the
cameras).

Applications may require different workspace
configurations. Several parameters influence the
configuration: the position, orientation, and size of
the CRT monitor, the position and orientation of the
mirror, the intrinsic and extrinsic parameters of the
cameras, and the position of the user with respect to
the chassis. The goal is to choose these parameters
such that the visual space, the interaction space, and
the tracking space coincide.

Visual Space The mirror reflects the display sur-
face of the CRT monitor into a virtual focus plane
in front of the user. Due to accommodation and
convergence conflicts, the useful depth range of the
visual space is limited. This depth range should
not exceed +/- 10 centimeters around the focus
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Figure 2: Schematic side view of the Personal Space
Station. Indicated are the monitor, the mirror, the
cameras, and the configurable virtual focus plane
(VFP). The stippled lines indicate the visual space
and tracking space. The head tracked user is com-
fortably seated and interaction is direct.

plane. Virtual objects drawn outside the depth range
may cause visual discomforts such as double vision
(when the user is unable to fuse the stereoscopic im-
ages). Depending on the application requirements,
the CRT monitor and the mirror can be mounted at
a different positions and orientations in the chassis.
Changing these positions and orientations will result
in a different position and orientation of the virtual
focus plane with respect to the chassis.

A Logitech 6 DOF acoustic head tracker is
used for head tracking. The ultrasound emitter is
mounted in the chassis above the mirror and the
receiver is mounted on the user’s shutter glasses.
The active area of the head tracker is defined as
a 100-degree cone that extends approximately five
feet from the transmitter. The published resolution
of the tracker is 1/250 of an inch along the X,Y, and
Z axes and 1/10 of a degree for the pitch, yaw and
roll rotations. The tracker can generate 50 reports
per second and the reported minimal latency (with-
out filtering) is 30 ms.

Interaction Space The interaction space is re-
stricted to the area that the user can reach with his
hands or with the input devices. The design goal is
to position the interaction workspace such that it en-

closes the visual workspace and 3D interaction can
be realized comfortably, i.e. the user is seated be-
hind a desk, his elbows are rested on the desk top,
and he should not need to over-reach into the virtual
world to perform 3D interaction. Important param-
eters in this respect are the position and height of
the chair and table in combination with the user’s
physical characteristics such as his upper and lower
arm length. Furthermore, the PSS should also allow
for conventional (non 3D) interaction devices to be
used, such as a keyboard or dials.

Tracking Space A camera’s field of view is deter-
mined by its extrinsic parameters (position and ori-
entation) and intrinsic parameters (internal geome-
try and optical characteristics). The tracking space
is defined as the intersection volume of both cam-
eras’ field of view. The tracking space is illumi-
nated by rings of IR leds mounted closely around the
camera lenses. IR-pass filters in front of the camera
lenses are used to cut-off the light below a chosen
wavelength. Retro-reflective markers are applied to
all objects to be tracked. IR light from the leds is
reflected by the markers into the lens such that, af-
ter thresholding, blobs of white pixels occur in the
acquired image.

For the configuration of the tracking space, it
is our desire to meet two requirements: we wish
to mount the cameras as close as possible to the
workspace (to keep the PSS compact) while acquir-
ing a tracking space that encloses the 3D interac-
tion space. Several trade-offs come into play. For
example, to position the cameras very close to the
workspace, lenses with small focal lengths have to
be chosen. Such lenses however, cause significant
distortions in the acquired images that have to be
corrected. Furthermore, IR light reflected by nor-
mal (diffuse reflective) objects that are close to the
lens can cause undesired blobs in the image, making
it more difficult to track the retro-reflective markers
robustly.

The steps performed in reconstructing a 3D po-
sition from the marker reflections in the images
consists of 2D blob position detection, correction,
rectification, corresponding, and 3D re-projection.
These steps are well known from literature, see for
instance [13]. To facilitate the correspondence prob-
lem, markers of different sizes and shapes can be
used. In addition, markers can be placed in specific
patterns.

For camera calibration and parameter estimation,
we use a method as developed by Zhang [14].
The method computes 6 extrinsic camera parame-
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ters (position and orientation) and 8 intrinsic (focal
length, aspect ratio, image center, and two radial and
two tangential distortion coefficients). Figure 3 tab-
ulates an initial measurement of the accuracy of the
optical tracker. For this we placed 108 markers (9
rows, 12 columns) in a rectangular pattern. The rect-
angular pattern is placed at three different heights
in the workspace. The accuracy is defined as the
difference between the real and computed positions.
The image in Figure 3 shows the pattern placed at
a height of 3 centimeters. The table gives the min-
imum, maximum, and average error found at each
height.

Height Min Max Avg
3.0 cm 4 mm 7 mm 6 mm

14.0 cm 1 mm 4 mm 2 mm
24.2 cm 2 mm 6 mm 4 mm

Figure 3: Accuracy measurements: the image
shows the rectangular pattern of 108 markers in the
workspace at height = 3 cm. The table gives the min-
imum, maximum and average accuracy of markers
at three different heights. Accuracy is defined as the
difference in millimeters of the marker position in
the real world and the reconstructed 3D position.

The table shows that 3D positions are computed
with an accuracy between 1 and 7 millimeters. The
numbers given in the table are from initial calibra-
tion and measurement procedures. Although we are
encouraged by these results, we believe that the ac-
curacy can be maximized when we improve our cal-
ibration and measurement procedures.

4 Interaction Examples

To demonstrate the capabilities of the prototype
PSS, a simple interactive molecule viewer has been
implemented. The molecule viewer uses four input
devices and interaction techniques (see Figure 4).

The thimble device is used for pointing and select-
ing atoms. Device feedback is provided by drawing
a cone and highlighting the selected atom. The po-
sition and direction of the thimble is tracked with
two reflective markers. Atoms intersecting the tip of
the thimble are selected. The cutting plane device
is constructed as a round cardboard plane mounted
on a pencil. It is used to cut a molecular surface.
The position and direction of the cutting-plane de-
vice is tracked with two reflective markers on the
pencil. Feedback is drawn as a transparent cutting
plane at the same position of the round cardboard
plane. Finally, the ruler device is used for distance
measurements in the molecule. The ruler device is
constructed as a sliding piece of cardboard mounted
on a plastic ruler. The ruler is tracked with two re-
flective markers, one on the tip of the plastic ruler
and one on the sliding cardboard. Measurements
are made snapping the tip of the ruler on an atom
and sliding the cardboard to other atoms. Device
feedback is given by drawing a segmented cylinder.
The length of each segment is molecule specific, but
typically represents a few nano-meters.

Two handed input is possible by, for example, us-
ing a cube device in the non-dominant hand simul-
taneously with the cutting plane device in the dom-
inant hand (Figure 5). The cube device is used to
position and orient the molecule. Device feedback
is provided by drawing a small coordinate system
to indicate the orientation of the molecule. Patterns
of 4 reflective markers are tracked which are used
to compute the position and orientation of the cube.
The right image of Figure 5 shows an example of the
detected blobs from one of the cameras.

The tracking performance in these techniques is
adequate. The dual cameras and frame grabbers are
able to grab 60 PAL images per second. Blob detec-
tion, correction, rectification, correspondence, and
3D re-projection can be done in near real time. For
each device, the tracking engine sends more than 50
reports per second to the graphics engine. The max-
imum latency of each device is between 25 and 50
milliseconds.
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Figure 4: Some low-cost, wireless input devices. Bottom row from left to right: a thimble used for atom se-
lection, a cutting plane device to position and orient a cutting plane, and a ruler for distance measurements.
The top row images show the corresponding device feedback.

5 Discussion

It is our experience that in near-field VR, users are
being ‘attracted’ to the objects seen; as soon as an
object comes within arm’s reach the natural reaction
of the user is often to reach out and try to manipulate
the object. It is this notion of hand-eye co-ordination
that we want to exploit in our system: all 3D inter-
active tasks are realized directly with the hands or
by using simple task specific input devices.

We have demonstrated our system with several
example applications to many users, both experi-
enced and people novel to VR. Through informal
observations and from user comments we found that
interaction indeed ‘comes natural’. The combina-
tion of simple, wire-less interaction devices, hand-
eye co-ordination, and visual feedback relieves the
user of having to reason about the desired interac-
tion to be performed.

The motivations for designing the PSS were to ad-
dress the issues of natural interaction, ergonomics,
and costs. To enable interaction, we have chosen for
optical tracking in which each object to be tracked is
equipped with retro-reflective markers. An inherent
problem to this approach is that of marker occlusion,
which will result in a (temporary) loss of markers in

the camera images. Various methods have been pro-
posed by the computer vision community that ad-
dress this problem [15]. For example, to minimize
the problem of occlusion, additional markers can be
placed on an object or additional cameras can be
placed in the scene. An other approach is that of
model based interaction in which additional infor-
mation about an object and its markers is known at
all times. For example, in addition to a position, a
marker may have a velocity and acceleration. In this
way, higher-level decisions about object identifica-
tion and positioning can be made.

With respect to ergonomics, it has been our desire
to make the design ‘user and office-friendly’. This
includes keeping the system compact and portable,
being able to use it in normal office conditions, and
being able to use the system comfortably while be-
ing seated with the elbows rested on the desk top. A
few remarks to be made from experience are that:

� The Logitech acoustic head tracker causes dis-
comfort because the receiver is mounted on
the stereo shutter glasses which makes it too
bulky and heavy. Also, the active area of the
tracker at close range is too small. A different
approach for head tracking would be to place
three reflective markers on the shutter glasses
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Figure 5: Two handed input: the cube is used to position and orient the molecule and the cutting plane
device is used to cut the surface. The right image is an example snapshot of the patterns captured from one
of the cameras.

and use optical tracking. However, this ap-
proach would require the tracking space to en-
close the user’s head or the use of additional
cameras.

� The display suffers from ghosting: beside the
correct image, the left and right eyes also per-
ceive a (low intensity) image intended for the
other eye. This may be caused by inadequate
closure of the shutter glasses or by too much
after-glow of the monitor. It looks awkward
and can cause fusion problems. Furthermore,
the display rate of 120 Hz interferes with nor-
mal office neon lights, which causes an annoy-
ing flicker in the peripheral vision.

With respect to costs, the hardware of the proto-
type PSS amounts to approximately 13 kEuro. More
than half of this is due to the optical tracking hard-
ware. The prototype uses two Leutron LV-7500 pro-
gressive scan CCD-cameras. The frame grabbers in
combination with these cameras provide full stereo
images in PAL resolution at 60 frames a second. A
significantly cheaper approach would be to use in-
terlaced CCD-cameras. These cameras can acquire
images in PAL resolution at 30 frames a second us-
ing only a single frame grabber. However, each im-
age consists of two interlaced images that may be
slightly displaced. In the near future, we want to in-
vestigate the effect of using interlaced cameras on
the overall accuracy and performance of the track-
ing system. In general, feature detection on slightly
displaced images may result in less accurate point
reconstruction. However, smoothing and prediction
filters might be used to accommodate for loss of ac-
curacy and performance.

6 Conclusion

In this paper we describe the Personal Space Sta-
tion (PSS), a virtual environment for applications
that employ precise near-field interaction. The goal
of the PSS is to allow the user to interact directly
with a virtual world. Special emphasis of the design
has been placed on the ergonomics and costs of the
system. The main differences between the PSS and
other near-field systems is that interaction is based
on optical tracking, the system is configurable to
adapt to various application requirements, and the
PSS is a low-cost, complete desktop VR system.

Experience with near-field VR systems has shown
us that users are attracted to virtual objects within
reach. They are eager to grasp and manipulate the
virtual objects with their hands. We believe that
by enabling users to interact with these objects in
such a direct and natural way, and thereby exploit-
ing the notion of hand-eye co-ordination, the feeling
of presence will be enhanced and interaction will be
more transparent and accurate.

In the near future, we want to formally investi-
gate these findings with user studies. Furthermore,
we will continue to improve the design and imple-
mentation of the PSS according to the experiences
obtained from these studies and from the usage of
the PSS in bio-medical applications. Additional
enhancements include the development of a more
compact and lightweight chassis, the mounting of a
half-silvered mirror to study graspable 3D interfaces
in augmented reality, and the development of higher
level model-based interaction methods to overcome
the occlusion problem inherent to optical tracking.
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