
Virtual Reality in Biological Microscopic Imaging

R. v Liere, W. de Leeuw, J. Mulder
Department of Information Systems

Center for Mathematics and Computer Science
Amsterdam, Netherlands

P. Verschure, A. Visser, E. Manders, R. v Driel
Swammerdam Inst. for Life Sciences

University of Amsterdam
Amsterdam, Netherlands

Abstract

Confocal microscopes have recently allowed biologists
and biomedical researchers to obtain time dependent 3D
data sets of biological objects, such as cells and tissues.
Scientific visualization can provide visual presentations of
structural characteristics of these data sets. This paper
addresses the role of virtual reality in gaining insight
in these presentations. The understanding of structural
characteristics of time dependent 3D confocal biological
data requires spatial judgments. Perceiving these charac-
teristics is enhanced by using virtual reality technology.
The advantage of virtual reality is particularly apparent
in the exploration phase of the analysis when the behavior
of the underlying biological processes is not a priori known.
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1 Introduction

Microscopy has always been an essential component in
biological and biomedical research. In the past decade par-
ticularly, new developments in digital light microscopy have
progressed at a rapid pace. Until recently, most structural
analysis on nuclear organization was done on fixed, dead
cells. However, many cell components in general and nu-
clear components in particular display a highly dynamic
behavior. In the past decade new fluorescent labeling tech-
niques have become available which allow visualization of
the dynamics of proteins and other molecules in living cells.
These developments are still progressing rapidly, and there
is no doubt that this is opening a new chapter in our under-
standing of the combination of processes that we recognize

as ‘life’ at the molecular and cellular level.

The field of biomedical imaging and visualization is
also expanding rapidly, [1, 2]. Advanced image process-
ing techniques, like 3D image restoration of confocal data,
have been accepted by biologists. The need for these tech-
niques is driven by their capability to provide new informa-
tion about spatial organization at the sub- and supra-cellular
level. Unfortunately, when studying time dependent 3D vi-
sualizations, biology researchers still struggle with the ex-
traction of usable information from the images. For exam-
ple, time dependent 3D distributions of two or more differ-
ent nuclear components are usually highly convoluted and
therefore the dynamics is difficult to comprehend.

Virtual reality is often referred to as the technology
that gives a user the experience of being immersed in a
computer-generated virtual world. In this paper we address
the role of virtual reality in understanding structural infor-
mation from 4D biological data. In doing so, we discuss
how virtual reality device technology (i.e. display technol-
ogy, tracking hardware and input devices) and abstract tech-
niques (i.e. visualization algorithms, interaction metaphors)
effect the perception of structural information in 4D biolog-
ical data. We postulate that the understanding of biological
processes requires spatial judgments. Perceiving structural
information is enhanced by using virtual reality.

The paper is organized as follows. First, we discuss how
the notion of ‘structure’ in 4D biological data is related to
‘function’ of biological processes. We give two concrete ex-
amples of our research in which virtual reality played a vital
role in perceiving and understanding the structural informa-
tion. In Section 3, we enumerate various depth cues which
are important in perceiving structure. We show which VR
device technologies can be used to implement these cues.
Section 4 sketches the Proteus system, a virtual environ-
ment developed for studying 4D confocal biological data.
Proteus has mainly been used in an environment consisting
of a large head-coupled display. We discuss the pros and
cons of using Proteus in other virtual environments, such as
the CAVE, desktop workstations, and with different input
devices. Finally, in section 5, we discuss the biological re-
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sults of using the Proteus system and evaluate the usage of
the system.

2 Structure in Cell Biology

‘Structure’ is an extremely important concept in biology.
This includes the 3D folding of the polypeptide chain in
proteins, the spatial organization of the cell, and the ar-
rangement of cells in a tissue. Throughout biological sci-
ences ‘structure’ is the determinant for ‘function’ at all lev-
els of organization, i.e. from macro-molecule up to organ-
ism. Spatial distributions of objects, spatial object correla-
tions, object trajectories, and the definition of object shape
as concentration variations are important characteristics of
structure. To study structure, a broad range of microscopy
techniques are available. For example, modern confocal mi-
croscopes in combination with labeling techniques can cap-
ture multi-channeled 4D data sets of cellular components,
cells and tissues.

The focus of our research is aimed at gaining insight into
the functional organization of the cell nucleus in relation
to the regulation of gene expression, RNA processing and
transport, and DNA replication and repair. Here we give
two examples that illustrate our work:

Figure 1. Female human fibroblast cell nu-
cleus: X-chromosomes are shown as semi-
transparent green volumes and the PML bod-
ies are shown as red dots.

1. We have studied the spatial relationship between chro-
mosomes and a specific type of nuclear domains,
called PML bodies, in interphase nuclei of cultured hu-
man fibroblasts. In nuclei, each chromosome occupies

its own chromosome territory, a domain not invaded
by chromatin from other chromosomes. Chromosome
territories are rather open structures consisting of do-
mains that contain highly compacted chromatin and of
a considerable volume of interchromatin space. PML
bodies are spherical nuclear domains with a diameter
of up to 1 micrometer. Fibroblasts contain in the order
of 20 of such domains. The function of PML bodies
is not fully understood though they seem involved in
viral replication and gene regulation.

An important question is whether nuclear domains
have a specific spatial relationship with chromosome
territories. These and related questions about the func-
tional organization of the cell nucleus have been ad-
dressed by dual labelling 3D confocal imaging. Chro-
mosomes were fluorescently labelled by in situ hy-
bridization, while PML bodies were labeled by indi-
rect immunofluorescent labeling techniques.

Figure 1 shows an image from this study 1. The image
is of a female human fibroblast cell nucleus. Volume
rendering is used with a semi-transparent green trans-
fer function to visualize the chromatin, the red points
represents the PML bodies in the nucleus.

Figure 2. Chromatin data for one time step
in the decondensation process. Bright green
domains in the image indicate compact chro-
matin regions.

2. We have studied the decondensation of chromosomes
during the formation of the new G1 nucleus after cell

1http://www.cwi.nl/ robertl/vr has two mpeg animations of figure 1
and 2.
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division. In these studies we use HeLa cells that ex-
press histone H2B-GFP, thereby fluorescently label-
ing all chromatin in these cells. A time series of 135
3D data sets were obtained over a three hour time pe-
riod, monitoring chromatin decondensation and chro-
mosome movement during G1 nucleus assembly in a
single cell.

The spatial distribution of chromatin is highly com-
plex, as is its dynamic behavior. The aim of this study
was to obtain a general understanding of what type of
dynamical biological processes occur. The goal of the
visualization was to perceive and find patterns in the
movement of chromatin.

Figure 2 shows the final G1 nucleus. Bright green
spots in the semi-transparent green image indicate
compact chromatin regions.

3 Perceiving Biological Structures

Scientific visualization techniques, such as volume ren-
dering, iso-surfacing, object annotation, path tracing and
editing, and object tracking have been used to render time
dependent confocal data sets, [3, 4]. There are various fac-
tors that make the visualization of these data sets challeng-
ing. First, in many cases the autonomy of cell components
is not well understood and cannot be determined. This
makes (semi-automatic) classification, extraction and seg-
mentation of the data more difficult. Second, confocal data
are very noisy which can lead to difficulties in the segmen-
tation and tracking of objects. Third, object sizes often ap-
proach the resolution of the microscope. This leads to ambi-
guities and visual artifacts when objects are extracted from
the data. Finally, the cell can translate, rotate and expand
during the scanning of the cell. This results in additional ex-
ternal movements of the cell components due to movement
of the cell. In our examples, these external movements must
be corrected through global non-affine transformations.

Obtaining accurate and robust depth information from
visualizations of biological data is an important aspect in
perceiving their structure. Computer graphics practition-
ers have used various depth cues to make objects appear
3D on a 2D display. Many of these cues are based on psy-
chological research about human perception and the cogni-
tive processing of visual information. Often depth cues are
placed in two categories: primary cues (binocular disparity,
convergence and accommodation) and secondary cues (per-
spective, texture, shading and shadows, reference frames
and motion). The usage of secondary cues has been stan-
dard in 3D computer graphics. However, it is not well un-
derstood which cue is essential for the correct interpretation
of spatial information in the image. Moreover, it is not well
understood what the importance of a particular cue is when

used in combinations with other cues.
Despite the above mentioned secondary cues, biology re-

searchers still struggle with the perception of the complexi-
ties of structure. As the examples in section 2 show, objects
are highly convoluted and evolve over time. Furthermore,
object distributions tend to be dense resulting in spatial ob-
ject relationships that are difficult to perceive.

Virtual reality can help in perceiving these dynamic
structures. We list a number of virtual reality technologies
which have a positive effect on the perception of structure:

� head tracking

Motion parallax based on head tracking (the apparent
angular velocity of objects which is inversely propor-
tional to real distance) is a very powerful cue to gen-
erate depth and shape information. Although we lack
formal evidence, we believe that motion parallax aids
the spatial resolution of object distributions and ob-
ject correlations in 4D biological data. There is formal
evidence that stereo and motion cues do increase task
performance in understanding the structural complex-
ities of information nets in three dimensions, [5], and
for blood vessel path tracing in 3D brain scan images,
[6]. Many aspects of these formal studies also apply
to cellular structures, even though these studies were
conducted with non-time dependent data. We surmise
that motion parallax provides crucial depth informa-
tion when the cellular structures change over time.

It has been argued that motion parallax can also be ob-
tained by rocking the scene back and forth about a ver-
tical axis. For example, it has been shown that struc-
ture of moving scenes can be interpreted correctly even
when the static view of the objects does not contain
information about structure at all, [7]. Rocking tech-
niques are frequently found in molecular graphics and
statistical analysis packages. Although we do not dis-
agree that motion parallax can be obtained by scene
rocking, head coupled displays are more natural and
transparent to use. Furthermore, using rocking for mo-
tion parallax may cause visual ambiguities in the case
when objects are in motion.

� stereo vision

Binocular disparity allows depth information to be ob-
tained from two slightly different projections of an ob-
ject. This provides the basis for stereo vision. Binoc-
ular disparity can only be used for objects at distances
closer than a few meters.

The human visual system also uses accommodation,
convergence and their interrelation as cues for depth
perception. However, there are no displays available
which can maintain the accommodation cue in stereo
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vision. Depth of field rendering techniques have been
developed that may reduce this problem, [8].

� large display

With a large display, the cellular structure can be
scaled so that the foreground objects near to the bi-
ologist are perceived to be very far from those objects
in the background. This induces a feeling of spacious-
ness when the biologist gazes at foreground objects.
Furthermore, large displays enhance the sensation of
‘presence’ which aids spatial judgments, [9].

� spatial input

Interaction can support perception by increasing the ef-
ficiency in which the biologist can extract meaningful
information from data. Interaction compromises, for
example, on-the-fly data cutting and slicing, line, sur-
face and volume measurements, placement of annota-
tion markers, and the interactive tracing of line struc-
tures.

Unfortunately, spatial input techniques still suffer from
technical drawbacks. However, we believe that spa-
tial input is a natural and transparent way of directly
manipulating a biological object, and thereby can con-
tribute to the perception of the object. The use of 2D
input devices for 3D interaction is more indirect and
less transparent.

4 The Proteus System

The Proteus system is a virtual environment for the ex-
ploration multi channel, time dependent, 3D images ob-
tained by confocal microscopy. The goal of Proteus is to
provide an environment in which a biologist is seated in
front of a data set of three dimensional cellular structure
which is scaled, probed and manipulated as if it were a real
cell. Proteus provides a number of visualization techniques
which are useful for the display of structural characteris-
tics of 4D biological data. These techniques include the in-
teractive control over volume and iso-surface rendering pa-
rameters (e.g. transfer functions and iso-values), data selec-
tion tools to cut and paste data regions, free hand drawing
tools for path tracing, distance measuring tools, and tools
for tracking features in the data.

Proteus has been written using PVR, an in-house system
for portable virtual reality applications, [10]. PVR has been
used as a test-bed for other interactive applications [11] and
our VR related research, [12]. PVR is also used in various
environments, such as a desktop workstation, a large fish
tank display and the CAVE.

The Proteus user interface is based on the metaphor of a
virtual hand which manipulates the data (see figure 3). Due
to technical constraints, the virtual hand is currently defined

headtracker

wandtracker

stereo-glasses

virtual hand

data set

control
panel

Figure 3. The Proteus system: a biologist is
seated in front of a three dimensional cellular
structure.

by a 3D point. All interaction is performed with the virtual
hand. For example, the virtual hand is used to grab and di-
rectly manipulate data, press buttons on the control panel to
activate operations, etc. Proteus has been extensively used
on a large fish tank display with a 6 DOF wand for interac-
tion. The virtual hand has been implemented with the wand
and a ‘stick’ that offsets the wand position. Figure 4 shows
the Proteus user interface.

Using Proteus with different virtual reality hardware
would require alternative mappings of the data region and
virtual hand. We discuss a few considerations:

� semi- vs full- immersion

The concept of Proteus is that of a biologist seated
in front of and interacting with a virtual 4D cellular
structure rendered in a data region. A semi-immersive
“outside-to-inside” viewing mode is appropriate to re-
alize this vision. Although the biologist often trans-
lates, rotates and scales the data region, it is our expe-
rience biologists do not place their head in this region;
i.e. biologists do not view cell structures by ”inside-
to-outside” viewing. Hence, a large fish tank display
is sufficient for implementing the “outside-to-inside”
view.

Despite the absence of full-immersion, we found that
biologists still have a sensation of presence in “outside-
to-inside” viewing mode.

� the virtual hand
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virtual hand

control panel

data region

Figure 4. The Proteus user interface: a vir-
tual hand is used to directly manipulate data
in the data region. On the bottom is the con-
trol panel to select operations and adjust pa-
rameters. The data region shows transcrip-
tion sites (green volume rendered) and X-
chromosomes (red iso surface) in a cell nu-
cleus.

The virtual hand metaphor that directly manipulates
the data is easy to understand. However, with the
current implementation a number of problems were
encountered which prevent precise interaction and
thereby decreasing the sensation of presence. First, by
using the wand as a remote controller of the virtual
hand, the biologists did not know the exact position in
the data they are probing. Second, the accurate posi-
tioning of the remote virtual hand is difficult due to
tracker noise, since the noise is amplified by the length
of the stick.

A more natural implementation would be to have the
virtual hand at the exact same position as the biolo-
gist’s dominant hand. However, when used with back
projected displays, occlusion will occur. Also, the
work space will be limited to arms reach and the bi-
ologist cannot manipulate objects behind the display.

� volume rendering performance

Biologists prefer the volume rendered images more
than extracted iso-surface rendered images. In general,
cell components are best represented as amorphous ob-
jects with compact regions. Iso-surfaces are confusing
because they suggest clearly bounded objects, while
the data contains only concentration information.

Unfortunately, volume rendering time dependent con-
focal data sets at 20 frames per second (10 frames
for each eye) is still very challenging. A single pipe
SGI Infinite Reality Onyx2 system cannot realize these
frame rates for the data sets discussed in section 2.

Adaptive volume rendering strategies may be used to
speedup rendering. For example, the user’s gaze direc-
tion could be used to render regions with high accu-
racy. An alternative speedup strategy would be to use
a data base of pre-computed perspective images and
select a best image based on the tracked user. A sim-
ilar approach was suggested by Venolia and Williams,
[13]. However, this strategy does not allow on-the-
fly interaction and the data base of pre-computed im-
ages will become prohibitively large for time depen-
dent data sets.

5 Results and Evaluation

The Proteus system has been used by biologists in their
research. Using Proteus they were able to visually explore
the 4D data sets of the examples given in section 2:

� In the first example specific spatial relationships be-
tween X chromosome territories and PML bodies were
delineated, [14, 15]. It was found that PML bodies oc-
cur predominantly in the interchromatin space inside
and around chromosome territories. Furthermore, it
was found that PML bodies occur only at the periph-
ery of sub-chromosomal chromatin domains and never
coincide with chromatin.

The data in this study was initially explored on a desk-
top workstation using standard 3D image processing
and visualization techniques. The mentioned results
were not found, primarily because the locations of
PML bodies with respect to the highly convoluted sub-
structure of X chromosomes territories are difficult to
perceive.

� In the second example it was initially not clear what
type of chromosome movement and chromatin decon-
densation was in the data. After using Proteus, it be-
came clear, for example, that what looked like chro-
matin decondensation in fact was rather the formation
of chromatin-poor regions in the nascent nucleus be-
tween more condensed chromatin domains, [16].

Perceiving these formations on a desktop workstation
is difficult, primarily because the dynamics of the spa-
tial relationships. The definition of compact chromatin
domains as concentration variations varies over time
and the spatial correlations between convoluted chro-
matin domains are difficult to follow. Based on the
general understanding of the process we gained using
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virtual reality, we were able to ask specific questions
which were then translated into specific 4D image
analysis algorithm. An example is the development of
a tracking algorithm of recognizable condensed chro-
matin domains, [17].

The major problem encountered with Proteus is that the er-
gonomics of the system is poor. Often heard complaints
from biologists are that they must use the system in a dark
room, the wand causes considerable arm strain when used
for an extensive period, wired tracking systems are tedious,
some users encounter eye strain when using the system for
a long period of time, and the rendering lag caused by vol-
ume rendering is too high. Although many of these issues
will improve as device technology progresses, others will
require more thought on the abstract technique level. If vir-
tual environments are to be really useful for research in bio-
logical microscopic imaging, then the environment must be
integrated into the daily work environment and be usable in
normal working conditions.

Structural biologists at the University of Chicago have
reported the use of the Crumbs system, [18, 19]. The mo-
tivation, goals and functionality of Crumbs and Proteus are
similar, but the system designs differ. In contrast to Proteus,
Crumbs is designed for ”inside-to-outside” viewing, allow-
ing the user to be fully immersed in the data. Also, Crumbs
uses more modalities, such as audio and video. Audio is
used as a natural command interface to the Crumbs system.
In addition, the developers of Crumbs have invested signif-
icant effort to accelerate volume rendering. This results in
significant improvements in rendering times and less overall
system lag when compared to Proteus.

6 Conclusion

In a recent progress report on VR for scientific visualiza-
tion, van Dam et al. convey the hope that within a decade
there is a list of “important scientific discoveries or designs
that would not have happened without the use of immersive
virtual reality based scientific visualization as an integral
part of the discovery or design process”. This paper dis-
cusses the role of virtual reality in biological microscopic
imaging. Time dependent microscopic biological data re-
quires spatial judgments in order to obtain a general under-
standing of the underlying biological processes. Virtual re-
ality systems offer depth cues which enhance the perception
of structural information.

Biologists emphasize that the advantage of virtual real-
ity is particularly apparent in the exploration phase of the
analysis, when the behavior of the underlying biological
processes is not a priori known. Based on the knowledge
gained from the exploration phase more concrete questions
about the data are formulated. These questions can be ad-

dressed through, for instance, specific 3D image processing
and analysis techniques.

We have found that virtual reality has helped our re-
search. Most probably, the discoveries in the analysis of
chromatin decondensation in living cell would not have oc-
curred without the use of virtual reality.
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