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ABSTRACT

In this paper we propose an approach in which interactive visualiza-
tion and analysis are combined with batch tools for the processing
of large data collections. Large and heterogeneous data collections
are difficult to analyze and pose specific problems to interactive
visualization. Application of the traditional interactive processing
and visualization approaches as well as batch processing encounter
considerable drawbacks for such large and heterogeneous data col-
lections due to the amount and type of data. Computing resources
are not sufficient for interactive exploration of the data and auto-
mated analysis has the disadvantage that the user has only limited
control and feedback on the analysis process. In our approach, an
analysis procedure with features and attributes of interest for the
analysis is defined interactively. This procedure is used for off-
line processing of large collections of data sets. The results of the
batch process along with “visual summaries” are used for further
analysis. Visualization is not only used for the presentation of the
result, but also as a tool to monitor the validity and quality of the
operations performed during the batch process. Operations such as
feature extraction and attribute calculation of the collected data sets
are validated by visual inspection. This approach is illustrated by an
extensive case study, in which a collection of confocal microscopy
data sets is analyzed.

CR Categories: 1.3.3 [Computer Graphics]: Picture/Image Gen-
eration; [.3.7 [Computer Graphics]: Methodology and Techniques

Keywords: biomedical visualization, features in volume data sets,
large data set visualization.

1 INTRODUCTION

Interactive visualization is a valuable tool for data analysis. How-
ever interactive visualization tools are limited with respect to the
amount of data that can be handled. Much work has been done to
speed up visualization algorithms of large volume data sets (e.g.,
iso-surface extraction from a high resolution simulation). However,
in many cases the interest of a researcher is not a single data set but
a collection of individual data sets to be analyzed simultaneously.
For example, for a simulation parameter study where the simulation
produces a data set for each parameter setting, both the interaction
with the data as a collection as well as the interaction with individ-
ual data is needed.

Data generated for research purposes is often used to test hy-
potheses. In this case the goal of data acquisition and the following
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analysis is based on confirmation or rejection of the hypothesis. To
test the hypotheses, the input data has to be interpreted in the con-
text of the experiment. This is done by selection and quantification
of certain aspects of the data. In a number of steps the input data is
transformed to an answer to the research question.

In many research experiments, collections of data have to be an-
alyzed. The number of performed measurements for a particular
experiment depends on the variability of the studied phenomenon
and the number of aspects that are studied in the experiment. The
total amount of data can become very large when the raw measure-
ments are image or volume data. The analysis of such data poses
specific demands on interactive visualization. If the collection is
large it is very time consuming to process each set separately in an
interactive session. The ability to inspect the analysis process by
checking the intermediate results and by tracing back the results to
the raw data is required for analysis of large data collections.

When using digital microscopy, often large data collections are
produced. Digital microscopy such as confocal laser scanning mi-
croscopy (CLSM) allows biologists and biomedical end-users to
obtain high resolution 3D data sets of biological objects, such as
cells and tissues. These data are used to elucidate molecular mech-
anisms of cell control.

In most experiments involving CLSM, conclusions can not be
drawn from a single data set due to biological diversity. To com-
pensate for the biological diversity, a significant number of images
have to be analyzed. Moreover, in biological experiments not all
parameters can be controlled. Repetition of an experiment leads to
a large variation in the microscopic images. Conclusions are based
on results of the analysis of this collection of data sets. The total
amount of data to be analyzed in a typical experiment is in the or-
der of tens or even hundreds of gigabytes. For quantitative analysis
and further interpretation of microscopic data, tools are used to ex-
tract relevant measures from the data. Visualization is crucial here,
not only for the presentation of the final result, but also as a tool to
inspect the analysis process used to obtain the results.

In a typical volume analysis system a single volume data set is
processed at a time. Processing of each set separately is time con-
suming. However, as each data set might have peculiarities not
foreseen during the preparation of the calculation, inspection of the
process is required. Standard off line methods are not suitable be-
cause with these methods only the final results can be accessed and
inspection of intermediate stages is difficult if not impossible. Thus
on the one hand more monitoring and interaction of the analysis
process is needed than off line batch processing offers. On the other
hand, the amount of data is too large for analysis using fully interac-
tive visualization tools. In the present paper, we describe tools and
methods to combine these processing types. These tools were im-
plemented in a system for the efficient visual analysis of potentially
very large collections of CLSM data sets.

In the next section our developed system is put in the context
of related studies. Section 3 presents the challenges presented by
the analysis of large data collections. Section 4 gives an overview
of problems and visualization requirements specific to the analysis



of CLSM data and in particular the visualization and interaction
tools for the analysis of collections of volume data sets. Section 5
discusses a case study which illustrates the discussed concepts in
a biological experiment. In the last section the conclusions of the
present issue are drawn.

2 RELATED WORK

Several researchers worked on problems related to visualization of
CLSM data. Their work concentrates on the presentation of a vol-
ume through volume rendering techniques and the aspects specific
to CLSM data. For instance, Kaufman et al. [20] present BioCube,
a system specifically tailored towards the display of biological vol-
umetric data. Aspects such as the signal to noise ratio of the bio-
logical data, and the fact that the viewer usually has little a priori
knowledge about the data are addressed by Kaufman et al. by us-
ing shading algorithms in which the user can control the trade-off
between noise suppression and loss of detail. In the paper by Sakas
et al. [23], problems specific to the presentation of volume data ac-
quired by CLSM such as low contrast and unequal resolution in the
plane and depth direction, are addressed. Median filtering of data
is used to suppress noise while maintaining sharpness of contours
to improve rendering quality. Transfer function design for, among
other types, biological data is the main focus of the work Fang et
al. [12, 5]. By using an image based transfer function model that
integrates 3D image processing tools into the volume visualization
pipeline the user can adjust the transfer function in and intuitively
clear fashion. Segmentation and quantification of biological data
has been an active research topic in recent years. Techniques such
as level sets [29] improved the possibilities to extract relevant struc-
tures from noisy volume data. Fernadez-Gonzales et el. [13] and
Knowles at el. [21] extensively studied the segmentation and quan-
tification of cellular structures from volume data acquired by CLSM
data for diagnostic purposes.

A number of systems and toolkits exist for the analysis and vi-
sualization of volume data. ITK [2] is an open-source software
toolkit for performing registration and segmentation on volume
data acquired for instrumentation such as CT or MRI scanners.
Amira [11] originates from the Department for Scientific Visual-
ization of the Konrad-Zuse-Zentrum fiir Informationstechnik Berlin
(ZIB). It supports segmentation tools, reconstruction algorithms to
create polygonal models from segmented objects and visualization
methods for the processing of 3D data sets from medicine, biology,
physics or engineering. The system contains tools and support for
interactive visualization and segmentation of multiple CLSM data
sets. Beside the described systems there are many others (commer-
cial) 3D volume visualization systems which are tailored in various
degrees to the visualization of biological or confocal data such as
Volview [3], Imaris [1], and VoxBlast [4] are

The idea of giving an overview of the process which lead to the
final (visualization) result can also be found in work by Jankun-
Kelly and Ma [18, 19]. The combination of computation intensive
processing and interactive visualization is the main goal of compu-
tational steering [14]. In computational steering computation and
visualization occur simultaneously and the user can interact with
the calculation for example by changing simulation parameters.

Our approach to visualize CLSM data differs from the above
mentioned approaches in that we specifically focus on dealing with
large collections of data sets. Our goal is to improve the visualiza-
tion of computation intensive analysis with interactive tools.

3 BATCH AND INTERACTIVE PROCESSING

Batch processing and interactive analysis are two approaches for
analysis of large data collections. These approaches are illustrated
in figure 1. During interactive analysis the data along with the

analysis tools and visualization tools are available to the user. The
user can control the various processing parameters in the processing
steps directly and the user can observe the effect of changes that are
introduced. In batch processing a setup is prepared beforehand, i.e.,
the operations to apply and the processing parameters are defined.
Moreover, this set of operations is applied to all data and the results
of the calculation are stored and can be inspected afterwards.
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Figure 1: Comparison between interactive (top) analysis and batch
processing (below).

The concept of a “visual summary” is used as a way to integrate
batch and interactive processing. A visual summary is an image or
set of images which gives the user the ability to inspect the batch
process without the need to store all data generated during process-
ing. They are produced during the batch processing and used during
analysis of the batch output to present an overview of what hap-
pened during processing of the data. They can be seen as a layer
of information between the information extracted during the batch
process and the raw data which is used for the analysis. This in-
formation can be used during analysis of the batch output to get a
sense of the data on which a particular data point is based, without
the need of accessing the original data or re-executing the applied
process.

Interactive tools can be utilized to setup the parameters and filters
to be applied to the data in a batch process. Interactive setup of the
batch process using a single or a sample data set can help to speed
up the creation of a setup stage. Furthermore it can reduce repetition
of processing due to incorrectly guessed parameters.

4 CONFOCAL LASER SCANNING MICROSCOPY

Microscopy is an essential tool in biological and biomedical re-
search. Digital microscopy such as CLSM allows biologists and
biomedical end-users to obtain high resolution 3D data sets of bi-
ological objects, such as cells and tissues. Moreover, new lumi-
nescent probing techniques to visualize intra-cellular components
and processes in living cells are becoming available. By using
probes with fluorescent labels that have different spectral proper-
ties, different biological structures can be visualized in a single
specimen. These developments are used in experiments to under-
stand the molecular mechanisms of cell control.

In CLSM data is obtained by scanning a fluorescently labeled
specimen using a laser beam. The laser beam, steered by a deflec-
tion mechanism and focused by an objective, scans the specimen in
aregular fashion. The reflected light is captured by a photo detector
via a beam splitter. A pinhole in front of the detector blocks the light
from outside the focal plane. In this way a volumetric data set from
the data is constructed. The data is scanned with a voxel size in the
order of 50 nm in the x/y direction and 200 nm in the z direction. A
typical result consists of 3 fluorescently labeled structures captured
in 3 independent CLSM channels with a size of 512x512x60 voxels
with 12 bits of intensity information, generating approximately 60



Mb of data. The resolution of the data will increase further in the
near future since imaging techniques are still improving.

In biological experiments not all parameters can be controlled
because cells are living entities. For example, variations in the life
cycle of a cell cause many variations in the appearance of biological
structures causing unavoidable variations in data sets representing
the same structure. Furthermore, obtained data sets contain a sig-
nificant amount of noise. In principle, conclusions can not be drawn
from a single data set but have to be based on a collection of data
sets. The total amount of data to be analyzed in an experiment is in
the order of several tens up to hundreds of gigabytes.

4.1 Analysis

The analysis process of microscopy data can be divided into four
stages:

Restoration
Image restoration addresses the effect of the instrumentation on the
data. This includes corrections for distortions introduced by the mi-
croscope such as light from out of focus planes or chromatic aber-
ration. Deconvolution algorithms and shift estimation algorithms
are available to correct for these distortions.

Segmentation
In this stage the features relevant to the experiment are extracted
from the restored data. For an experiment a specific type of feature
of the data is of interest. Image processing tools are used to extract
these features. Filters such as Gaussian filters and band-pass filters
are used to filter certain frequencies from the data. Segmentation
of the filtered data is accomplished by application of a boolean ex-
pression on the voxel values which decides of a voxel is part of the
feature. Objects in the data are detected by checking for connectiv-
ity of voxels.

Attribute calculation
Attributes are characteristics of the data set or of features detected
in the data. For instance, attributes are the average signal value of
a data set, the volume of a feature, or the ratio between surface and
volume of a feature.

Presentation
The results of the analysis have to be presented to the experimenter
or a wider audience. In external presentations the outcome of an ex-
periment is communicated mostly using easy to understand graphs
of simple data types. For the purpose of inspection and of, if pos-
sible, interaction with the analysis process, more complicated data
types and relations between the processed parameters have to be
presented to the user. The results of the analysis have a variety
of data types e.g., the processed volumes, the features, and the at-
tributes each have specific data types.

4.2 The Argos system

The possibility to combine batch processing with interactive meth-
ods using visual summaries was implemented in a system named
Argos. Itis a system for the analysis of collections of volume data
sets, with a focus on problems specific to the analysis of CLSM data
sets. The input into the system consists of a collection of volume
data sets. Volume data sets are processed in the Argos system by
an interactively constructed feature extraction and attribute calcula-
tion pipeline consisting of a series of operators. The operators and
parameters to be used depend on the research question. The user
can select and connect operators needed for an experiment from a
library of operators. The operators have parameters which can be
adjusted to suit a particular purpose. Examples of operators are a
band-pass filter, spot detection using a fixed threshold and calcula-
tion of the size of a feature.

The results of a selection operation which consists of a number
of disjoint regions in the data volume are referred to as features.

Each feature can be addressed by operations which can be used to
calculate feature attributes.

The pipeline of operators is used to process data sets in the col-
lection under control of the user. The analysis can be applied to
a single data set keeping intermediate results or it can be applied
to all data sets. The results of the analysis are presented in views
depending on the type of operator results. The volume and shape
of features are presented in a volume viewer, whereas attribute data
are viewed in a graphing environment. A screen shot showing a
typical interaction session is shown in figure 2.

The system handles a collection consisting of an arbitrary num-
ber of individual data sets. Each data set consists of a number of
CLSM channels that consist of structures that are imaged by excita-
tion of fluorescent labels with different spectral properties. For each
channel attributes can be calculated. Each data set has a number of
feature collections calculated by a feature filter. The feature col-
lection is composed of the individual features. Particular attributes
of the extracted features (e.g., the average intensity gradient magni-
tude, roundness of the area, the number local maximum values, the
size of the region around the local maximum) can be calculated.

4.3 Interaction and processing tools

The amount of time needed to process each data set from a collec-
tion individually is such that analysis of a collection set by set is not
practical. The processing time for a single data set is typically in the
order of minutes, depending on the machine used and the attributes
needed for the particular experiment. A collection of a hundred of
such sets takes several hours. Running the calculation without user
intervention in batch mode is preferred. During this process, the
features characterized by their attributes are stored.

The user has to decide which filters and segmentation algorithms
have to be applied, which attributes have to be calculated, and what
parameter settings for the operators are used, for the batch process-
ing of a collection of data sets. In Argos the user can generate a
set up interactively, and test it on a single data set or on a particular
data selection from the whole collection. Processing of the data us-
ing a collection of data sets and a prepared set up can be done in the
interactive environment. This option gives the user the possibility
to monitor the calculation as it is performed.

After processing the user can only inspect data saved during the
batch process. Storing all intermediate data would increase the stor-
age requirements an order of magnitude compared to the raw data
which is already considerable large and is therefore not feasible.
Feedback on the processing of individual data sets is needed to be
able to judge the quality of the feature extraction and attribute cal-
culation for a particular data set.

The visual summaries are generated during batch processing.
The visual summaries are treated as operations like other opera-
tions which can be applied to the data, and they are calculated and
stored just like the other operations. The visual summary opera-
tion produces an image of the data set using a restricted set of the
same mapping parameters used for visualization during interactive
processing. When the results of the batch process are inspected,
this image can be used to present information with respect to the
batch process. In case of a complicated filtering and extraction pro-
cesses more visual summary operations can be defined to highlight
the different aspects of the batch process. The additional image in-
formation such as the physical dimensions of the visualized area is
stored during the batch process. This information is used during
inspection to show the locations of features.

The images of the visual summaries are generated in the same
way as in the interactive setting. In the interactive mode the user
can make an arbitrary mapping of data channels or feature sets to
color. This makes inspection easy as they are presented in the same
way as during interactive visualization, with the only difference be-
ing that the interaction possibilities are limited. The mapping of
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Figure 2: Screen shot of Argos showing various visualizations of analysis process. Two data sets are shown. The top middle window shows
an image of the data set using orthogonal projections and bottom right shows a direct volume rendering of the raw data. The top right window
shows a parallel coordinate view of the calculated attributes of found features. On the lower left a scatter plot of attribute data of the data sets is

shown.

channels to colors or viewpoints cannot be changed. Picking of fea-
tures remains possible as position information of features is stored.
In this way the image can be used as a quick replacement for the
directly calculated display of the data. Also the image can be com-
bined with other spatial data saved during the batch processing just
as can be done in the case of interactive inspection. For example
the location of center of gravity of a feature can be indicated on the
image.

To get a quick overview of a data set, an additional image at-
tribute was added to the system which shows three orthogonal views
of a data set. This view gives the same mapping possibilities as
during interactive manipulation. An example is shown in the top
middle window in figure 2. The first channel of the volume data is
mapped to white and the outline of the selected features are mapped
to red. Along with the image the physical dimensions of the de-
picted data set is shown. Using these values it is possible to show
the locations of features and to allow picking of features in the im-
age.

Interactive processing and batch processing can be combined
during inspection of the data. The attribute data produced by the
batch process can be loaded in the interactive environment and are
treated in the same way as if the data was produced interactively.
The images serve as a replacement for presentation of the real vol-
ume data. In some cases the images prepared during off line cal-
culation do not offer enough information (e.g., when a certain slice
in the data is of importance or when in the preset viewpoint of a

feature of interest is obscured). In this case the user can repeat the
analysis for a particular data set within the interactive environment
recreating all intermediate data which then can be inspected using
the available tools.

4.4 Visualization tools

The Argos system integrates quantitative analysis and visualization.
Visualization is used to present extracted data as well as interme-
diate analysis results. This enables close inspection of the analysis
process. The presentation of the data combines information visual-
ization of the objects with attributes in a graph display (see figure 2
top right and bottom left), with direct visualization of volume data
in a volume view (see figure 2 top middle and bottom right). Ob-
jects in the graph displays and the volume data are linked in several
ways to improve the analysis process. The system operates such
that when a data set is selected, the corresponding volume or image
view is opened and when a feature is picked in one of both views it
is highlighted in the other.

In the volume view the spatial aspects of the data can be studied
(e.g., shape and location of spots and the volume data using volume
rendering and slices). If available, the data is shown using mapping
parameters which can be adapted interactively. If no data is avail-
able, the user can pick one of the generated visual summaries to be
shown. In the graphing views, objects with their attributes can be
inspected. There are separate views for the collection of data sets



and for the collection of features found in the data sets. Informa-
tion visualization is used to present and analyze the data. Objects
can be selected to find attribute values of individual objects. Also
the collection of objects can be graphed using the attribute values
in various ways:

Histograms and box plots
Histograms and box plots are used to show the distribution of a sin-
gle attribute value of a feature within a collection of data sets. The
main use of histograms and box plots is presentation of final results
in publications because they are a well known and easy to under-
stand way to present scalar distributions (see for example figure 7
and 8).

Scatterplot
Scatterplots can be used to plot two attributes of objects in a graph.
In the graph, regression lines and correlation values can be shown
(see for example figure 5).

Parallel coordinates
Parallel coordinates [16] can be used to show the relative values of
a large number of attributes of an object in a single plot.

Multidimensional scaling
Using multidimensional scaling [9], a collection of points in n-
dimensional space is layed out in two dimensions such that n-
dimensional distances between any two points is best preserved.
This can be used to study the distribution of objects in the mul-
tidimensional attribute space for example to detect clusters in the
collection.

The graphing and volume views on the data are linked in several
ways. If a particular data set is selected in the graphing window
the available volume data, either the volume data itself or images
generated during batch processing, are shown in the volume view.
Also all features found in the particular data set are highlighted in
the feature graphing view. The other way around if a feature is
selected the corresponding data set is highlighted as well.

Figure 3: An example of the selection of the feature, i.e., the chro-
matin region. We used a Gaussian filter, followed by setting a thresh-
old on the data. The sigma for the Gaussian and threshold were
determined interactively for the selected set. The image represents
the maximum intensity projection of the raw data. The outline in red
shows the selected amplified region. The left image is from the con-
trol group, the right image shows a set from the full length HP1 tar-
geted group.

5 CASE STUDY USING ARGOS: CHROMATIN STRUCTURE
AND GENE CONTROL

Research to unravel gene control systems is a key focus in cell bi-
ology, presently receiving increasing international interest. Proper
regulation of gene expression is crucial to maintain differentiated
cell types in multicellular organisms [17]. Packaging of the eu-
karyotic genome into higher order chromatin structures is tightly

related to gene expression [24, 25]. The nucleosome is the most
basic level of the chromatin structure consisting of approximately
150 base pairs DNA wrapped around a core histone [22].
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Figure 4: Derivation of a scaling parameter using Argos. The scat-
terplot shows the PMT-setting vs. average signal value and a linear
least square fit.

Genome packaging phenomena act at different levels: (i) chro-
matin structural changes both at nucleosomal and higher order chro-
matin folding level and (ii) positioning of the genome within the
3D interphase cell nucleus at the nuclear level [15]. Little is known
about in vivo mechanisms that establish and maintain functional
genome organization, but posttranslational histone modifications
and DNA methylation play a role in these processes. In the re-
search team of PJV at the SILS, UvA, we aim to unravel the com-
plex interacting systems of gene control using high resolution light
microscopy in fixed and living cells as well as electron microscopy
approaches in combination with sophisticated 3-D image analysis
and processing tools [28, 7, 10, 27, 8]. We used the Argos system
to analyze our data within the context of our research concerning
chromatin structure and gene control. We focused on the effect
of targeting a protein, Heterochromatin protein 1 (HP1) that is in-
volved in gene regulation, to a defined chromosomal domain in the
cell nucleus [26, 6]. We used a cell line containing a large 200
Mbp chromosome domain consisting of lac operator repeats. Such
a large chromosomal domain can be visualized and followed in time
at the light microscopy level by means of GFP tagged lac repressor
binding to the lac operator repeats. We analyzed the effect of tar-
geting both full length HP1 and a truncated HP1 version both as lac
repressor-GFP-tagged fusion proteins to the amplified chromosome
regions using targeting of lac repressor tagged GFP without HP1 as
a control. Thirty cells of each test case were compared, i.e., con-
trol cells and cells in which either full length or truncated HP1 was
targeted. Argos was used to quantitatively determine the effect of
targeting full length or truncated HP1 on the chromatin structure at
the chromosomal domain in these large data sets representing 3D
CLSM images of the experiment.

The difference in intensity settings of the images was an initial
problem for comparison of the data. The images were taken with
different settings of the gain of the photo multiplier tube, to prevent
clipping for intense spots occurring in some of the images. For
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Figure 5: Scatterplot of set attributes. Graphing window shows in-
formation on data set attributes (granularity and number of distinct
spots). Color shows the type of population, control population in
green and full length HP1 targeted population in red. The two popu-
lations can be discriminated based on the shown attributes. A thumb-
nail of an image indicates the selected data set. On the right infor-
mation on average values is displayed

quantitative comparison of the images scaling had to be applied to
the set intensities of the images such that the difference in PMT
settings are corrected. To achieve this, a test specimen was imaged
using a range of PMT-gain settings. In a simple setup the average
signal intensity of the test specimen imaged with different PMT-
gain settings was calculated. The output was used to produce a
linear scaling function which mapped a PMT-setting to a scaling
factor (see figure 4 ). This scaling factor was used as a parameter in
a scaling operator to obtain comparable data sets in the setup.

In the setup phase five data sets of each type where used. Us-
ing this collection the operations and processing parameters of the
analysis where determined. The first step was the extraction of the
fluorescently labeled chromatin area from the data. This region is
characterized by a higher intensity than the rest of the image. An
example of the feature selection is shown in figure 3, the red outline
represents the selected feature (the chromatin region). The chro-
matin region was selected by using a Gaussian filter, followed by
setting a threshold on the data. The sigma for the Gaussian and
threshold were determined interactively for the selected set. For the
studied data collection, a value of sigma of 250 nm and a threshold
of 30 percent of the maximum value gave the best result. The out-
come of the selection was judged based on the visible selection of
the chromatin area.

For the selected areas (features) a number of attributes were cal-
culated:

e The volume of the feature, approximated by multiplying the
number of voxels in the feature by the volume of a voxel.

e The average intensity gradient (granularity) of the feature. For
each voxel the intensity gradient g, is calculated by

gy =/ A2+ A2

In the equation Ax and Ay denote the difference between in-
tensity values of the voxel 4 voxels to left and right for the x

il 1 it
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Figure 6: When the user picks a data set in the scatterplot (shown
right) the visual summary of the picked data set is shown as a thumb-
nail. If needed the visual summary can be shown full size for further
inspection as shown on the left. The y-axis of the scatterplot indi-
cates the size of the selected area. In the shown set, the selection
of the feature (chromatin region) is incorrect. Due to a high back-
ground level the whole nucleus is selected instead of the chromatin
region. The color in the scatterplot indicates the type of population,
i.e., control (red) full lenght HP1 targeted (green) and truncated HP1
targeted (blue).
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Figure 7: Histogram distribution of two attributes over the feature,
left the granularity and right the number of distinct spots. Red bars
represent the HP1 targeted population and green bars the control
population. Histograms show that the distribution of these attributes
can be discriminated fropm each other.

direction and 4 voxels to the top and bottom for the y direc-
tion. The granularity is the average intensity gradient of the
voxels in the feature.

e The local maximum intensity within the feature.
e The number local maximum values within the feature.

e The number of distinct spots within the feature. Distinct spots
are determined by grouping EGFP-labeled voxels which share
a face with another EGFP-labeled voxel.

e The average volume of the distinct spots within the feature.

The average value of the feature attributes are attributes of the data
sets. Scatter plots revealed which of the calculated attributes can
be used to distinguish the different populations of cells of the se-
lected data sets. The granularity of the feature, the number of lo-
cally maximal values, and the size of spots in the selected region
where different for the control versus HP1 targeted cells. Figure 5
shows the scatterplot of the granularity and the number of distinct
spots. In the second phase, the feature extraction setup and analysis
of the attributes of the selected feature where applied to the full set
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Figure 8: Boxplot representation of the granularity over the feature.
Red, green and blue represent the control population, the full length
HP1 targeted population, and the truncated HP1 targeted population,
respectively. Statistical analysis using the Wilcoxon nonparametric
test shows that both the full length HP1 targeted population and the
truncated HP1 targeted population are significantly different from the
control population.

of data sets. Inspection (see figure 6) of the visual summary im-
ages indicated that for two data sets the processing detection of the
chromatin region failed. In these cases the selected feature clearly
did not represent the fluorescently labeled signal i.e. the chromatin
region. This incorrect selection is caused by high background lev-
els in the image and/or high noise levels in the image. These sets
with the incorrectly selected feature where excluded from the final
result. Based on the distribution of at least three different attributes,
i.e. the number of local maxima, the size of spots around the local
maxima, and the granularity within the feature, the control and full
length HP1 targeted cells could be discriminated from each other.
Figure 7 shows the histogram distribution of values for the number
of distinct spots (right) and granularity (left) for the control cells
versus the HP1 targeted cells. The control sets are shown in green
and the HP1 sets are shown in red. The histograms show that the
distribution of both attributes can be discriminated in the two pop-
ulations although there is overlap in the distribution of values. To
test the quantitative significant difference between the data sets rep-
resenting the cells in which full length HP1 was targeted versus the
cells in which truncated HP1 was targeted, we used only one at-
tribute, i.e., the granularity within the feature. The data are repre-
sented in a box plot (see figure 8). The second and third quartile of
the observed values are within the box, the median value is shown
by the thick horizontal line, the vertical small lines show the first
and fourth quartile of the observed values. Statistical analysis us-
ing the Wilcoxon nonparametric test shows that both the full length
HP1 targeted population and the truncated HP1 targeted population
are significantly different from the control population (p < 0.0001).

6 CONCLUSIONS

In this paper we present a visualization approach for the analysis of
large data collections. Tools are discussed to integrate batch pro-
cessing and interactive processing. These tools are implemented in
the Argos system. Data collections which are too large for interac-
tive processing can be effectively analyzed with the Argos system.
The main benefits of the Argos system are the combination of (i)
an interactive setup of the batch process in which the the batch pro-
cess can be tuned using one or a few data sets, (ii) visual summaries
which are generated during the batch process and (iii) tools to com-
bine the numerical analysis results with the visual summaries.

We applied the Argos system to the analysis of collections of
confocal data sets in our research to unravel the changes in chro-
matin structure upon gene regulation. We visualized the chromatin
structure making 3D image stacks with the CLSM. The Argos sys-
tem allowed us to extract the feature, i.e. the chromatin region, from
the data in the collections of data. Also, the Argos system allowed
us to determine the significant difference between several data pop-
ulations (control cells versus HP1 targeted cells) based on various
attributes.

In biological experiments often large data collections are gener-
ated to overcome large biological diversity. From the present bio-
logical case study in which we used the Argos system, we conclude
that the system is very helpful to extract relevant measures, to in-
teractively test a part of the large data collection and to monitor the
analysis procedure during processing.
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