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(w
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is

indicated
by

the
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box
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w
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T
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available
w

hen
m
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decodeable
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S
ym

b
o
l
co

d
es

A
(b

in
ary)

sym
b
ol

cod
e

C
for

an
ensem

ble
X

is
a

m
apping

from
the

range
of

x,A
X

=
{a

1 ,...,
a

I },to
{0,1}

+
.

c(x)
w

illdenote
the

cod
ew

ord
cor-

responding
to

x,and
l(x)

w
illdenote

its
length,w

ith
li =

l(a
i ).

T
he

exten
d
ed

cod
e

C
+

is
a

m
apping

from
A

+X
to

{0,1}
+

obtained
by

concatenation,w
ithout

punctuation,of
the

corresponding
codew

ords:

c
+
(x

1 x
2
...x

N
)

=
c(x

1 )c(x
2 )

...c(x
N

).
(5.1)

[T
he

term
‘m

apping’here
is

a
synonym

for
‘function’.]

E
xam

ple
5.3.

A
sym

bolcode
for

the
ensem

ble
X

defined
by

A
X

=
{
a,

b,
c,

d
},

P
X

=
{

1/2,
1/4,

1/8,
1/8},

(5.2)

is
C

0 ,show
n

in
the

m
argin.

C
0 :

a
i

c(a
i )

li

a
1000

4
b

0100
4

c
0010

4
d

0001
4

U
sing

the
extended

code,w
e

m
ay

encode
acdbac

as

c
+
(acdbac)

=
100000100001010010000010.

(5.3)

T
here

are
basic

requirem
ents

for
a

useful
sym

bol
code.

F
irst,

any
encoded

string
m

ust
have

a
unique

decoding.
Second,the

sym
bolcode

m
ust

be
easy

to
decode.

A
nd

third,the
code

should
achieve

as
m

uch
com

pression
as

possible.

A
n
y

en
coded

strin
g

m
ust

have
a

un
ique

decodin
g

A
cod

e
C

(X
)

is
u
n
iqu

ely
d
ecod

eab
le

if,under
the

extended
code

C
+
,no

tw
o

distinct
strings

have
the

sam
e

encoding,i.e.,

∀
x
,y

∈
A

+X
,

x
̸=

y
⇒

c
+
(x)̸=

c
+
(y).

(5.4)

T
he

code
C

0
defined

above
is

an
exam

ple
ofa

uniquely
decodeable

code.

T
he

sym
bol

code
m

ust
be

easy
to

decode

A
sym

bol
code

is
easiest

to
decode

if
it

is
possible

to
identify

the
end

of
a

codew
ord

as
soon

as
it

arrives,w
hich

m
eans

that
no

codew
ord

can
be

a
p
refi

x
ofanother

codew
ord.

[A
w

ord
c

is
a

p
refi

x
ofanother

w
ord

d
ifthere

exists
a

tailstring
t

such
that

the
concatenation

ct
is

identicalto
d.

For
exam

ple,
1

is
a

prefix
of

101,and
so

is
10.]

W
e

w
illshow

later
that

w
e

don’t
lose

any
perform

ance
ifw

e
constrain

our
sym

bolcode
to

be
a

prefix
code.

A
sym

b
ol

cod
e

is
called

a
p
refi

x
cod

e
if

no
codew

ord
is

a
prefix

of
any

other
codew

ord.

A
prefix

code
is

also
know

n
as

an
in

stantan
eou

sor
self-p

u
n
ctu

atin
g

code,
because

an
encoded

string
can

be
decoded

from
left

to
right

w
ithout

looking
ahead

to
subsequent

codew
ords.

T
he

end
of

a
codew

ord
is

im
-

m
ediately

recognizable.
A

prefix
code

is
uniquely

decodeable.

P
refix

codes
are

also
know

n
as

‘prefix-free
codes’or

‘prefix
condition

codes’.

P
refix

codes
correspond

to
trees.

C
o
p
y
rig

h
t C

a
m

b
rid

g
e
 U

n
iv

e
rs

ity
 P

re
s
s
 2

0
0
3
. O

n
-s

c
re

e
n
 v

ie
w

in
g
 p

e
rm

itte
d
. P
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C
1

01

00
1

1
0
1

E
xam

ple
5.4.

T
he

code
C

1
=

{0,101}
is

a
prefix

code
because

0
is

not
a

prefix
of

101,nor
is
101

a
prefix

of
0.

E
xam

ple
5.5.

Let
C

2
=

{1,101}.
T

his
code

is
not

a
prefix

code
because

1
is

a
prefix

of
101.

E
xam

ple
5.6.

T
he

code
C

3
=

{0,10,110,111}
is

a
prefix

code.

C
3

01

0

1
0

01

1
1
1
1

0
1
1
0

C
4

01

01

0
0

01

0
1

1
0

1
1

P
refix

codes
can

be
represented

on
binary

trees.
C

om
p
lete

prefix
codes

correspond
to

binary
trees

w
ith

no
unused

branches.
C

1
is

an
incom

plete
code.

E
xam

ple
5.7.

T
he

code
C

4
=

{00,01,10,11}
is

a
prefix

code.

E
xercise

5.8. [1
,

p
.104]

Is
C

2
uniquely

decodeable?

E
xam

ple
5.9.

C
onsider

exercise
4.1

(p.66)
and

figure
4.2

(p.69).
A

ny
w

eighing
strategy

that
identifies

the
odd

balland
w

hether
it

is
heavy

or
light

can
be

view
ed

as
assigning

a
ternary

code
to

each
of

the
24

possible
states.

T
his

code
is

a
prefix

code.

T
he

code
should

achieve
as

m
uch

com
pression

as
possible

T
h
e

exp
ected

len
gth

L
(C

,X
)

ofa
sym

bolcode
C

for
ensem

ble
X

is

L
(C

,X
)

=
∑x∈
A

X

P
(x)

l(x).
(5.5)

W
e

m
ay

also
w

rite
this

quantity
as

L
(C

,X
)

=
I

∑i=
1

p
i li

(5.6)

w
here

I
=

|A
X
|.

C
3 :

a
i

c(a
i )

p
i

h(p
i )

li

a
0

1/2
1.0

1
b

10
1/4

2.0
2

c
110

1/8
3.0

3
d

111
1/8

3.0
3

E
xam

ple
5.10.

Let
A

X
=

{
a,

b,
c,

d
},

and
P

X
=

{
1/2,

1/4,
1/8,

1/8},
(5.7)

and
considerthe

code
C

3 .
T

he
entropy

of
X

is1.75
bits,and

the
expected

length
L

(C
3 ,X

)
of

this
code

is
also

1.75
bits.

T
he

sequence
of

sym
bols

x
=

(acdbac)
is

encoded
as

c
+
(x)

=
0110111100110.

C
3

is
a

prefix
code

and
is

therefore
uniquely

decodeable.
N

otice
that

the
codew

ord
lengths

satisfy
li =

log
2 (1/p

i ),or
equivalently,

p
i =

2 −
li.

E
xam

ple
5.11.

C
onsider

the
fixed

length
code

for
the

sam
e

ensem
ble

X
,

C
4 .

T
he

expected
length

L
(C

4 ,X
)

is
2

bits.

C
4

C
5

a
00

0
b

01
1

c
10

00
d

11
11

E
xam

ple
5.12.

C
onsider

C
5 .

T
he

expected
length

L
(C

5 ,X
)

is
1.25

bits,w
hich

is
less

than
H

(X
).

B
ut

the
code

is
not

uniquely
decodeable.

T
he

se-
quence

x
=

(acdbac)
encodes

as
000111000,w

hich
can

also
be

decoded
as

(cabdca).

E
xam

ple
5.13.

C
onsider

the
code

C
6 .

T
he

expected
length

L
(C

6 ,X
)

of
this

C
6 :

a
i

c(a
i )

p
i

h(p
i )

li

a
0

1/2
1.0

1
b

01
1/4

2.0
2

c
011

1/8
3.0

3
d

111
1/8

3.0
3

code
is

1.75
bits.

T
he

sequence
of

sym
bols

x
=

(acdbac)
is

encoded
as

c
+
(x)

=
0011111010011.

Is
C

6
a

prefix
code?

It
is

not,because
c(a)

=
0

is
a
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of

both
c(b)

and
c(c).
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000111000,w

hich
can

also
be

decoded
as

(cabdca).

E
xam

ple
5.13.

C
onsider

the
code

C
6 .

T
he

expected
length

L
(C

6 ,X
)

of
this

C
6 :

a
i

c(a
i )

p
i

h(p
i )

li

a
0

1/2
1.0

1
b

01
1/4

2.0
2

c
011

1/8
3.0

3
d

111
1/8

3.0
3

code
is

1.75
bits.

T
he

sequence
of

sym
bols

x
=

(acdbac)
is

encoded
as

c
+
(x)

=
0011111010011.

Is
C

6
a

prefix
code?

It
is

not,because
c(a)

=
0

is
a

prefix
of

both
c(b)

and
c(c).

C
o
p

y
rig

h
t C

a
m

b
rid

g
e
 U

n
iv

e
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s
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g
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e
rm

itte
d
. P

rin
tin

g
 n

o
t p

e
rm

itte
d
. h

ttp
://w

w
w

.c
a
m

b
rid

g
e
.o

rg
/0

5
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1
6
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2
9
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Y
o
u
 c

a
n
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u
y
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o
o
k
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0
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o
u
n

d
s
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0
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e
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5.1:
S
ym

b
ol

cod
es

93

C
1

01

00
1

1
0
1

E
xam

ple
5.4.

T
he

code
C

1
=

{0,101}
is

a
prefix

code
because

0
is

not
a

prefix
of

101,nor
is
101

a
prefix

of
0.

E
xam

ple
5.5.

Let
C

2
=

{1,101}.
T

his
code

is
not

a
prefix

code
because

1
is

a
prefix

of
101.

E
xam

ple
5.6.

T
he

code
C

3
=

{0,10,110,111}
is

a
prefix

code.

C
3

01

0

1
0

01

1
1
1
1

0
1
1
0

C
4

01

01

0
0

01

0
1

1
0

1
1

P
refix

codes
can

be
represented

on
binary

trees.
C

om
p
lete

prefix
codes

correspond
to

binary
trees

w
ith

no
unused

branches.
C

1
is

an
incom

plete
code.

E
xam

ple
5.7.

T
he

code
C

4
=

{00,01,10,11}
is

a
prefix

code.

E
xercise

5.8. [1
,

p
.104]

Is
C

2
uniquely

decodeable?

E
xam

ple
5.9.

C
onsider

exercise
4.1

(p.66)
and

figure
4.2

(p.69).
A

ny
w

eighing
strategy

that
identifies

the
odd

balland
w

hether
it

is
heavy

or
light

can
be

view
ed

as
assigning

a
ternary

code
to

each
of

the
24

possible
states.

T
his

code
is

a
prefix

code.

T
he

code
should

achieve
as

m
uch

com
pression

as
possible

T
h
e

exp
ected

len
gth

L
(C

,X
)

ofa
sym

bolcode
C

for
ensem

ble
X

is

L
(C

,X
)

=
∑x∈
A

X

P
(x)

l(x).
(5.5)

W
e

m
ay

also
w

rite
this

quantity
as

L
(C

,X
)

=
I

∑i=
1

p
i li

(5.6)

w
here

I
=

|A
X
|.

C
3 :

a
i

c(a
i )

p
i

h(p
i )

li

a
0

1/2
1.0

1
b

10
1/4

2.0
2

c
110

1/8
3.0

3
d

111
1/8

3.0
3

E
xam

ple
5.10.

Let
A

X
=

{
a,

b,
c,

d
},

and
P

X
=

{
1/2,

1/4,
1/8,

1/8},
(5.7)

and
considerthe

code
C

3 .
T

he
entropy

of
X

is1.75
bits,and

the
expected

length
L

(C
3 ,X

)
of

this
code

is
also

1.75
bits.

T
he

sequence
of

sym
bols

x
=

(acdbac)
is

encoded
as

c
+
(x)

=
0110111100110.

C
3

is
a

prefix
code

and
is

therefore
uniquely

decodeable.
N

otice
that

the
codew

ord
lengths

satisfy
li =

log
2 (1/p

i ),or
equivalently,

p
i =

2 −
li.

E
xam

ple
5.11.

C
onsider

the
fixed

length
code

for
the

sam
e

ensem
ble

X
,

C
4 .

T
he

expected
length

L
(C

4 ,X
)

is
2

bits.

C
4

C
5

a
00

0
b

01
1

c
10

00
d

11
11

E
xam

ple
5.12.

C
onsider

C
5 .

T
he

expected
length

L
(C

5 ,X
)

is
1.25

bits,w
hich

is
less

than
H

(X
).

B
ut

the
code

is
not

uniquely
decodeable.

T
he

se-
quence

x
=

(acdbac)
encodes

as
000111000,w

hich
can

also
be

decoded
as

(cabdca).

E
xam

ple
5.13.

C
onsider

the
code

C
6 .

T
he

expected
length

L
(C

6 ,X
)

of
this

C
6 :

a
i

c(a
i )

p
i

h(p
i )

li

a
0

1/2
1.0

1
b

01
1/4

2.0
2

c
011

1/8
3.0

3
d

111
1/8

3.0
3

code
is

1.75
bits.

T
he

sequence
of

sym
bols

x
=

(acdbac)
is

encoded
as

c
+
(x)

=
0011111010011.

Is
C

6
a

prefix
code?

It
is

not,because
c(a)

=
0

is
a

prefix
of

both
c(b)

and
c(c).

C
o
p
y
rig

h
t C

a
m

b
rid

g
e
 U

n
iv

e
rs

ity
 P

re
s
s
 2

0
0
3
. O

n
-s

c
re

e
n
 v

ie
w
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g
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e
rm

itte
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o
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5
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C
od

es

1
1
1
1

1
1
1
0

1
1
0
1

1
1
0
0

1
0
1
1

1
0
1
0

1
0
0
1

1
0
0
0

0
1
1
1

0
1
1
0

0
1
0
1

0
1
0
0

0
0
1
1

0
0
1
0

0
0
0
1

0
0
0
0

1
1
1

1
1
0

1
0
1

1
0
0

0
1
1

0
1
0

0
0
1

0
0
0

1
1

1
0

0
1

0
0

01

The total symbol code budget

F
igure

5.1.
T

he
sym

bolcoding
budget.

T
he

‘cost’2
−

lofeach
codew

ord
(w

ith
length

l)
is

indicated
by

the
size

ofthe
box

it
is

w
ritten

in.
T

he
totalbudget

available
w

hen
m

aking
a

uniquely
decodeable

code
is

1.
Y
ou

can
think

ofthis
diagram

as
show

ing
a

cod
ew

ord
su

p
erm

arket,
w

ith
the

codew
ords

arranged
in

aisles
by

their
length,and

the
cost

ofeach
codew

ord
indicated

by
the

size
ofits

box
on

the
shelf.

Ifthe
cost

ofthe
codew

ords
that

you
take

exceeds
the

budget
then

your
code

w
illnot

be
uniquely

decodeable.

C
0

C
3

C
4

C
6

1
1

1
1

1
1

1
0

1
1

0
1

1
1

0
0

1
0

1
1

1
0

1
0

1
0

0
1

1
0

0
0

0
1

1
1

0
1

1
0

0
1

0
1

0
1

0
0

0
0

1
1

0
0

1
0

0
0

0
1

0
0

0
0

1
1

1

1
1

0

1
0

1

1
0

0

0
1

1

0
1

0

0
0

1

0
0

0

1
1

1
0

0
1

0
0

01

1
1

1
1

1
1

1
0

1
1

0
1

1
1

0
0

1
0

1
1

1
0

1
0

1
0

0
1

1
0

0
0

0
1

1
1

0
1

1
0

0
1

0
1

0
1

0
0

0
0

1
1

0
0

1
0

0
0

0
1

0
0

0
0

1
1

1

1
1

0

1
0

1

1
0

0

0
1

1

0
1

0

0
0

1

0
0

0

1
1

1
0

0
1

0
0

01

1
1

1
1

1
1

1
0

1
1

0
1

1
1

0
0

1
0

1
1

1
0

1
0

1
0

0
1

1
0

0
0

0
1

1
1

0
1

1
0

0
1

0
1

0
1

0
0

0
0

1
1

0
0

1
0

0
0

0
1

0
0

0
0

1
1

1

1
1

0

1
0

1

1
0

0

0
1

1

0
1

0

0
0

1

0
0

0

1
1

1
0

0
1

0
0

01

1
1

1
1

1
1

1
0

1
1

0
1

1
1

0
0

1
0

1
1

1
0

1
0

1
0

0
1

1
0

0
0

0
1

1
1

0
1

1
0

0
1

0
1

0
1

0
0

0
0

1
1

0
0

1
0

0
0

0
1

0
0

0
0

1
1

1

1
1

0

1
0

1

1
0

0

0
1

1

0
1

0

0
0

1

0
0

0

1
1

1
0

0
1

0
0

01

F
igure

5.2.
Selections

of
codew

ords
m

ade
by

codes
C

0 ,C
3 ,C

4
and

C
6

from
section

5.1.
!

!
!

!

!

[M
a
c
ka

y te
xtb

o
o
k, C

h
.5

]

U
n
ive

rs
ity o

f Illin
o

is
 a

t C
h
ic

a
g

o
 E

C
E

 5
3

4
, F

a
ll 2

0
0

9
, N

a
ta

s
h
a
 D

e
vro

ye

K
ra

ft in
e
q

u
a
lity e

x
a
m

p
le

W
h
a
t a

b
o

u
t L

 =
 {2

;2
;3

;3
;3

;3
}?

W
h
a
t a

b
o

u
t L

 =
 {2

;2
;2

;3
;3

;3
}?
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100
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—
S
ym

b
ol

C
od

es

a
i

p
i

log
2

1p
i

li
c(a

i )

a
0.0575

4.1
4

0000
b

0.0128
6.3

6
001000

c
0.0263

5.2
5

00101
d

0.0285
5.1

5
10000

e
0.0913

3.5
4

1100
f

0.0173
5.9

6
111000

g
0.0133

6.2
6

001001
h

0.0313
5.0

5
10001

i
0.0599

4.1
4

1001
j

0.0006
10.7

10
1101000000

k
0.0084
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7

1010000
l
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4.9

5
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4
0001

o
0.0689

3.9
4

1011
p

0.0192
5.7

6
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q
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9

110100001
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5
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s
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4.1
4
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t

0.0706
3.8

4
1111

u
0.0334

4.9
5

10101
v

0.0069
7.2

8
11010001

w
0.0119

6.4
7

1101001
x

0.0073
7.1

7
1010001

y
0.0164

5.9
6

101001
z

0.0007
10.4

10
1101000001

–
0.1928
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2
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p f

ioet

u
y

rl

s
−

w
v
q

m
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cdh

g b

kx

jz

F
igure

5.6.
H

uffm
an

code
for

the
E

nglish
language

ensem
ble

(m
onogram

statistics).

It
is

not
the

case,how
ever,that

optim
alcodes

can
alw

ays
be

constructed
by

a
greedy

top-dow
n

m
ethod

in
w

hich
the

alphabet
is

successively
divided

into
subsets

that
are

as
near

as
possible

to
equiprobable.

E
xam

ple
5.18.

F
ind

the
optim

albinary
sym

bolcode
for

the
ensem

ble:

A
X

=
{

a,
b,

c,
d,

e,
f,

g
}

P
X

=
{

0.01,0.24,0.05,0.20,0.47,0.01,0.02}
.

(5.24)

N
otice

that
a

greedy
top-dow

n
m

ethod
can

split
this

set
into

tw
o

sub-
sets

{a,b,c,d}
and

{e,f,g}
w

hich
both

have
probability

1/2,
and

that
{a,b,c,d}

can
be

divided
into

subsets{a,b}
and

{c,d},w
hich

have
prob-

ability
1/4;

so
a

greedy
top-dow

n
m

ethod
gives

the
code

show
n

in
the

third
colum

n
oftable

5.7,w
hich

has
expected

length
2.53.

T
he

H
uffm

an

a
i

p
i

G
reedy

H
uffm

an

a
.01

000
000000

b
.24

001
01

c
.05

010
0001

d
.20

011
001

e
.47

10
1

f
.01

110
000001

g
.02

111
00001

T
able

5.7.
A

greedily-constructed
code

com
pared

w
ith

the
H

uffm
an

code.
coding

algorithm
yields

the
code

show
n

in
the

fourth
colum

n,w
hich

has
expected

length
1.97.

✷

5
.6

D
isad

van
tag

es
o
f
th

e
H

u
ff
m

an
co

d
e

T
he

H
uffm

an
algorithm

produces
an

optim
al

sym
bol

code
for

an
ensem

ble,
but

this
is

not
the

end
ofthe

story.
B

oth
the

w
ord

‘ensem
ble’and

the
phrase

‘sym
bolcode’need

carefulattention.

C
han

gin
g

en
sem

ble

If
w

e
w

ish
to

com
m

unicate
a

sequence
of

outcom
es

from
one

unchanging
en-

sem
ble,

then
a

H
uffm

an
code

m
ay

be
convenient.

B
ut

often
the

appropriate

Copyright Cam
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5.5:
O

p
tim

al
sou

rce
cod

in
g

w
ith

sym
b
ol

cod
es:

H
u
ff
m

an
cod

in
g

99

T
he

H
uff

m
an

codin
g

algorithm

W
e

now
present

a
beautifully

sim
ple

algorithm
for

finding
an

optim
al

prefix
code.

T
he

trick
is

to
construct

the
code

backw
ards

starting
from

the
tails

of
the

codew
ords;w

e
build

the
binary

tree
from

its
leaves.

A
lgorithm

5.4.
H

uffm
an

coding
algorithm

.
1.

Take
the

tw
o

least
probable

sym
bols

in
the

alphabet.
T

hese
tw

o
sym

bols
w

illbe
given

the
longest

codew
ords,w

hich
w

illhave
equal

length,and
differ

only
in

the
last

digit.

2.
C

om
bine

these
tw

o
sym

bols
into

a
single

sym
bol,and

repeat.

Since
each

step
reduces

the
size

ofthe
alphabet

by
one,this

algorithm
w

ill
have

assigned
strings

to
allthe

sym
bols

after
|A

X
|−

1
steps.

E
xam

ple
5.15.

Let
A

X
=
{
a,

b,
c,

d,
e

}
and

P
X

=
{

0.25,0.25,0.2,0.15,0.15}.

0.25
0.25
0.2
0.15
0.15

0.25
0.25
0.2
0.3

0.25
0.45

0.3

0.55
0.45

1.0
abcde

01

01

01

01

!
!

!
!

✂✂
✂✂
✂

!
!

x
step

1
step

2
step

3
step

4

T
he

codew
ords

are
then

obtained
by

concatenating
the

binary
digits

in
reverse

order:
C

=
{00,10,11,010,011}.

T
he

codelengths
selected

a
i

p
i

h(p
i )

li
c(a

i )

a
0.25

2.0
2

00
b

0.25
2.0

2
10

c
0.2

2.3
2

11
d

0.15
2.7

3
010

e
0.15

2.7
3

011

T
able

5.5.
C

ode
created

by
the

H
uffm

an
algorithm

.
by

the
H

uffm
an

algorithm
(colum

n
4

of
table

5.5)
are

in
som

e
cases

longer
and

in
som

e
cases

shorterthan
the

idealcodelengths,the
Shannon

inform
ation

contents
log

2
1/p

i
(colum

n
3).

T
he

expected
length

of
the

code
is

L
=

2.30
bits,w

hereas
the

entropy
is

H
=

2.2855
bits.

✷

Ifat
any

point
there

is
m

ore
than

one
w

ay
ofselecting

the
tw

o
least

probable
sym

bols
then

the
choice

m
ay

be
m

ade
in

any
m

anner
–

the
expected

length
of

the
code

w
illnot

depend
on

the
choice.

E
xercise

5.16. [3
,

p
.105]

P
rove

that
there

is
no

better
sym

bolcode
for

a
source

than
the

H
uffm

an
code.

E
xam

ple
5.17.

W
e

can
m

ake
a

H
uffm

an
code

for
the

probability
distribution

over
the

alphabet
introduced

in
figure

2.1.
T

he
result

is
show

n
in

fig-
ure

5.6.
T

his
code

has
an

expected
length

of
4.15

bits;
the

entropy
of

the
ensem

ble
is

4.11
bits.

O
bserve

the
disparities

betw
een

the
assigned

codelengths
and

the
idealcodelengths

log
2

1/p
i .

C
on

structin
g

a
bin

ary
tree

top-dow
n

is
suboptim

al

In
previous

chapters
w

e
studied

w
eighing

problem
s

in
w

hich
w

e
built

ternary
or

binary
trees.

W
e

noticed
that

balanced
trees

–
ones

in
w

hich,at
every

step,
the

tw
o

possible
outcom

es
w

ere
as

close
as

possible
to

equiprobable
–

appeared
to

describe
the

m
ost

effi
cient

experim
ents.

T
his

gave
an

intuitive
m

otivation
for

entropy
as

a
m

easure
of

inform
ation

content.


