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Mutual information and entropy

Theorem: Relationship between mutual information and entropy.

I(X;Y ) = H(X)�H(X|Y )
I(X;Y ) = H(Y )�H(Y |X)
I(X;Y ) = H(X) + H(Y )�H(X, Y )
I(X;Y ) = I(Y ;X) (symmetry)
I(X;X) = H(X) (“self-information”)

``Two’s company, three’s a crowd’’

H(X) H(Y) H(Y)
H(X|Y)

H(X) H(Y)

I(X;Y) I(X;Y) I(X;Y)
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Chain rule for entropy

Theorem: (Chain rule for entropy): (X1, X2, ..., Xn) � p(x1, x2, ..., xn)

H(X1, X2, ..., Xn) =
n�

i=1

H(Xi|Xi�1, ..., X1) !
H(X1)

H(X3)

H(X2)

= + +H(X1,X2,X3)

H(X1) H(X2|X1)

H(X3|X1,X2)
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Conditional mutual information

H(X)

H(Z)

H(Y)

H(X)

H(Z)

H(Y)H(X)

H(Z)

H(Y)
H(X)

H(Z)

H(Y)
I(XlY|Z)

H(X|Z) H(X|Y,Z)

= -
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Chain rule for mutual information

Theorem: (Chain rule for mutual information)

I(X1, X2, ..., Xn;Y ) =
n�

i=1

I(Xi;Y |Xi�1, Xi�2, ..., X1)

!

H(X)

H(Z)

H(Y)

=

H(X)

H(Z)

H(Y)
H(X)

H(Z)

H(Y)

I(X,Y;Z)

H(X)

H(Z)

H(Y)

I(X,;Z) +

H(X)

H(Z)

H(Y)

I(Y,;Z|X)

Chain rule for relative entropy in book pg. 24
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What is the grey region?

H(X)

H(Z)

H(Y)H(X)

H(Z)

H(Y)H(X)

H(Z)

H(Y)H(X)

H(Z)

H(Y)H(X)

H(Z)

H(Y)
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144 8 — Dependent Random Variables

H(Y|X,Z)

H(X)

H(Z)

I(X;Y)

H(Z|X) H(Z|X,Y)

I(X;Y|Z)A

H(Z|Y)

H(X|Y,Z)

H(Y)

H(X,Y|Z)

Figure 8.3. A misleading
representation of entropies,
continued.

that the random outcome (x, y) might correspond to a point in the diagram,
and thus confuse entropies with probabilities.

Secondly, the depiction in terms of Venn diagrams encourages one to be-
lieve that all the areas correspond to positive quantities. In the special case of
two random variables it is indeed true that H(X |Y ), I(X;Y ) and H(Y |X)
are positive quantities. But as soon as we progress to three-variable ensembles,
we obtain a diagram with positive-looking areas that may actually correspond
to negative quantities. Figure 8.3 correctly shows relationships such as

H(X) + H(Z |X) + H(Y |X,Z) = H(X,Y,Z). (8.31)

But it gives the misleading impression that the conditional mutual information
I(X;Y |Z) is less than the mutual information I(X;Y ). In fact the area
labelled A can correspond to a negative quantity. Consider the joint ensemble
(X,Y,Z) in which x ∈ {0, 1} and y ∈ {0, 1} are independent binary variables
and z ∈ {0, 1} is defined to be z = x + y mod2. Then clearly H(X) =
H(Y ) = 1 bit. Also H(Z) = 1 bit. And H(Y |X) = H(Y ) = 1 since the two
variables are independent. So the mutual information between X and Y is
zero. I(X;Y ) = 0. However, if z is observed, X and Y become dependent —
knowing x, given z, tells you what y is: y = z − xmod 2. So I(X;Y |Z) = 1
bit. Thus the area labelled A must correspond to −1 bits for the figure to give
the correct answers.

The above example is not at all a capricious or exceptional illustration. The
binary symmetric channel with input X, noise Y , and output Z is a situation
in which I(X;Y ) = 0 (input and noise are independent) but I(X;Y |Z) > 0
(once you see the output, the unknown input and the unknown noise are
intimately related!).

The Venn diagram representation is therefore valid only if one is aware
that positive areas may represent negative quantities. With this proviso kept
in mind, the interpretation of entropies in terms of sets can be helpful (Yeung,
1991).

Solution to exercise 8.9 (p.141). For any joint ensemble XY Z, the following
chain rule for mutual information holds.

I(X;Y,Z) = I(X;Y ) + I(X;Z |Y ). (8.32)

Now, in the case w → d → r, w and r are independent given d, so
I(W ;R |D) = 0. Using the chain rule twice, we have:

I(W ;D,R) = I(W ;D) (8.33)

and
I(W ;D,R) = I(W ;R) + I(W ;D |R), (8.34)

so
I(W ;R) − I(W ;D) ≤ 0. (8.35)

[Mackay’s textbook]
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