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Abstract

This progress report presents the scientific results obtained in part A of my PhD studies at
BRICS.

We initiate the study of two-party cryptographic primitives with unconditional security,
assuming that the adversary’s quantum memory is of bounded size. We show that Rabin
oblivious transfer and bit commitment can be implemented in this model using protocols
where honest parties need no quantum memory, whereas an adversarial player needs quantum
memory of size at least n/2 in order to break the protocol, where n is the number of qubits
transmitted. This is in sharp contrast to the classical bounded-memory model, where we can
only tolerate adversaries with memory of size quadratic in honest players’ memory size. Our
protocols are efficient, non-interactive and can be implemented using today’s technology.

In the last part of the report, some results of ongoing research and ideas for future research
are presented. These results are concerned with the correct security definition of classical
1-2 OT, a characterisation of the sender-privacy of classical 1-2 OT and a security proof of a
protocol for 1-2 OT in the bounded quantum-storage model.
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Chapter 1

Introduction

1.1 Purpose and Outline

This progress report presents the scientific results obtained in part A of my PhD studies at
BRICS. The last two chapters give an outlook on upcoming work.

The report is organised as follows. The next section gives a short introduction to the world
of unconditionally secure two-party computation. Chapter 2 describes notation and the tools
needed from (quantum) information theory. Chapter 3 presents new entropic uncertainty
relations based on min-entropy and their relation to prior work. These results are then
used in Chapter 4 to prove the security of a protocol for Rabin oblivious transfer in the
quantum bounded-storage model which we also define in this chapter. Using very similar
techniques, we can prove secure a commitment scheme in the same model (Chapter 5). The
last technical Chapter 6 summarizes the results obtained while trying to build 1-2 OT in the
bounded quantum storage model. Somewhat surprisingly, this research yielded two results
about classical 1-2 OT, one about correctly defining 1-2 OT and the other about characterising
the security requirements using balanced functions. All results in this chapter are still of
preliminary nature. Most of the proofs are omitted or only sketched.

The results of Chapters 3, 4 and 5 have been published at the 46th IEEE Symposium on
Foundations of Computer Science, FOCS 2005 [DFSS05a]. In Chapter 3, the general min-
entropic uncertainty relation has been extended to more bases compared to the full version of
the paper [DFSS05b]. Chapter 6 is a summary of three upcoming articles [CSSW05, DFSS05¢,
DFRSS05]. As those are still in preparation, just the main results are given. We refer to the
articles for all the details.

1.2 Secure Two-Party Computation

It is well known that non-trivial two-party cryptographic primitives cannot be securely imple-
mented if only error-free communication is available and there is no limitation assumed on the
computing power and memory of the players. Fundamental examples of such primitives are
bit commitment (BC) and oblivious transfer (OT). In BC, a committer C commits himself to
a choice of a bit b by exchanging information with a verifier V. We want that V does not learn
b (we say the commitment is hiding), yet C can later chose to reveal b in a convincing way,
i.e., only the value fixed at commitment time will be accepted by V (we say the commitment
is binding). In Rabin OT, a sender A sends a bit b to a receiver B by executing some protocol
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in such a way that B receives b with probability 1/2 and nothing with probability 1/2, yet A
does not learn what was received.

Informally, BC is not possible with unconditional security since hiding means that when 0
is committed, exactly the same information exchange could have happened when committing
to a 1. Hence, even if 0 was actually committed to, C could always compute a complete view
of the protocol consistent with having committing to 1, and pretend that this was what he
had in mind originally. A similar type of argument shows that OT is also impossible in this
setting.

One might hope that allowing the protocol to make use of quantum communication would
make a difference. Here, information is stored in qubits, i.e., in the state of two-level quantum
mechanical systems, such as the polarization state of a single photon. It is well known
that quantum information behaves in a way that is fundamentally different from classical
information, enabling, for instance, unconditionally secure key exchange between two honest
players. However, in the case of two mutually distrusting parties, we are not so fortunate:
even with quantum communication, unconditionally secure BC and OT remain impossible
[LC97, May97].

There are, however, several scenarios where these impossibility results do not apply,
namely:

e if the computing power of players is bounded,
e if the communication is noisy,

e if the adversary is under some physical limitation, e.g., the size of the available memory
is bounded.

The first scenario is the basis of many well known solutions based on plausible but un-
proven complexity assumptions, such as hardness of factoring or discrete logarithms. The
second scenario has been used to construct both BC and OT protocols in various models for
the noise [CK88, DFMS04, DKS99]. The third scenario is our focus here. In this model,
OT and BC can be done using classical communication assuming, however, quite restric-
tive bounds on the adversary’s memory size [CCM98, DHRS04], namely it can be at most
quadratic in the memory size of honest players. Such an assumption is on the edge of being
realistic, it would clearly be more satisfactory to have a larger separation between the memory
size of honest players and that of the adversary. However, this was shown to be impossible
[DMO4].

In [DFSS05a], we study for the first time what happens if instead we consider protocols
where quantum communication is used and we place a bound on the adversary’s quantum
memory size. There are two reasons why this may be a good idea: first, if we do not bound the
classical memory size, we avoid the impossibility result of [DMO04]. Second, the adversary’s
goal typically is to obtain a certain piece of classical information, however, converting quantum
information to classical by measuring may irreversibly destroy information, and we may be
able to arrange it such that the adversary cannot afford to loose information this way, while
honest players can.

It turns out that this is indeed possible: we present protocols for both BC and OT in
which n qubits are transmitted, where honest players need no quantum memory, but where
the adversary must store at least n/2 qubits to break the protocol. We emphasize that no
bounds are assumed on the adversary’s computing power, nor on his classical memory. This
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is clearly much more promising than the classical case, not only from a theoretical point of
view, but also in practice: while sending qubits and measuring them immediately as they
arrive is well within reach of current technology, storing even a single qubit for more than a
fraction of a second is a formidable technological challenge. Furthermore, we show that our
protocols also work in a non-ideal setting where we allow the quantum source to be imperfect
and the quantum communication to be noisy.

Our protocols are non-interactive, only one party sends information when doing OT, com-
mitment or opening. Furthermore, the commitment protocol has the interesting property that
the only message is sent to the committer, i.e., it is possible to commit while only receiving
information. Such a scheme clearly does not exist without a bound on the committer’s mem-
ory, even under computational assumptions and using quantum communication: a corrupt
committer could always store (possibly quantumly) all the information sent, until opening
time, and only then follow the the honest committer’s algorithm to figure out what should be
sent to convincingly open a 0 or a 1. Note that in the classical bounded-storage model, it is
known how to do time-stamping that is non-interactive in our sense: a player can time-stamp
a document while only receiving information [MSTS04]. However, no reasonable BC or pro-
tocol that time-stamps a bit exist in this model. It is straightforward to see that any such
protocol can be broken by an adversary with classical memory of size twice that of an hon-
est player, while our protocol requires no memory for the honest players and remains secure
against any adversary not able to store more than half the size of the quantum transmission.

We also note that it has been shown earlier that BC is possible using quantum com-
munication, assuming a different type of physical limitation, namely a bound on the size of
coherent measurement that can be implemented [Sal98]. This limitation is incomparable to
ours: it does not limit the total size of the memory, instead it limits the number of bits that
can be simultaneously operated on to produce a classical result. Our adversary has a limit
on the total memory size, but can measure all of it coherently. The protocol from [Sal98] is
interactive, and requires a bound on the maximal measurement size that is sublinear in n.

On the technical side, we use privacy amplification against quantum adversaries by Renner
and Konig [RK05] together with a proof technique by Shor and Preskill [SP00] where we purify
the actions of honest players. This makes no difference from the adversary’s point of view,
but makes proofs go through more easily. We combine this with a new technical result that
may be seen as a new type of uncertainty relation involving min-entropy (see Chapter 3).

After having established the possibility of secure Rabin oblivious transfer, we want to
build the somewhat more practical primitive 1-2 OT in the bounded quantum-storage model.
In (chosen) 1-2 OT, sender A holds two bits Bg, B1 and receiver B can choose which bit he
wants to receive. A secure protocol assures that a cheating sender A does not learn B’s choice
bit (receiver-privacy) and a cheating B learns only one of the two bits (sender-privacy). It
turns out that already in the classical case, correctly defining the security of this seemingly
simple primitive is a non-trival task. In [CSSWO05], we adapt the definition of secure two-party
computation of [Gol04] to the unconditional-secure case and derive from that a sufficient and
complete definition of classical 1-2 OT. In [DFSS05¢c|, we establish a simple criterion using
two-balanced functions for sender-privacy of 1-2 OT. This characterisation is most practical
when used in combination with privacy amplification and yields some more efficient (analyses
of) reductions to weaker primitives.

In [DFRSS05], we will prove a quantum version of the characterisation of sender-privacy
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of classical 1-2 OT and use that to prove secure a protocol for 1-2 OT in the bounded quantum
storage model.
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Chapter 2

Preliminaries

2.1 Notation

For a set I = {iy,i2,...,3¢} C {1,...,n} and a n-bit string = € {0,1}", we define z|;:=
T, Ty - - 1, For x € {0,1}", B™(z) denotes the set of all n-bit strings of Hamming distance
at most 6n from x. Note that the number of elements in B%"(z) is the same for all z,
we denote it by B := |B%"(z)|. For a probability distribution @ over n-bit strings and
aset L C {0,1}", we abbreviate the (overall) probability of L with Q(L):= > ., Q(x).
All logarithms in this report are binary. We denote by h(p) the binary entropy function
h(p) := —plogp — (1 — p)log (1 — p) with success probability p. We denote by negl(n) any
function of n smaller than any polynomial provided n is sufficiently large.

The basis {|0),|1)} denotes the computational or rectilinear or “+”-basis for the two-
dimensional Hilbert space C?. The diagonal basis, denoted “x”, is defined as {|0), |1}, }
where [0), = %(\0) + 1)) and [1), = %(\0) —|1)). Measuring a qubit in the + -basis
(resp. x-basis) means applying the measurement described by projectors |0)(0| and |1)(1]
(resp. projectors [0), (0], and [1), (1], ). When the context requires it, we write |0)  and
1), instead of [0) respectively |1); and for any x € {0,1}" and 0 € {+, x}, we write |z), =
Qi |zi)y- If we want to choose the + or x-basis according to the bit b € {0,1}, we write
{ x}p)-

2.2 (Quantum) Probability Theory

As basis for the security definitions and proofs of our protocols, we are using the formalism
introduced in [RK05], which we briefly summarize here.

2.2.1 Random Variables and Random States

Classical random variables X,Y,... have (joint) distributions Px, Py, Pxy,... over finite
domains X, ), X x ),.... Henceforth, we use UNIF to denote a random variable with range
{0, 1}, uniformly distributed and independent of anything else. We say that X,Y and Z form
a Markov-chain, denoted

XY ez

if X and Z are independent, given Y. Such a chain is always symmetric and equivalent
to the condition that Py xy = Pzy, or I(X;Z|Y) = 0, where [ is the conditional mutual
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information.

A random state p is a random variable with distribution P,, whose range is the set of
density operators! of a fixed Hilbert space. The view of an observer (which is ignorant of
the value of p) is given by the quantum system described by the density operator [p]:=
> Po(p)p. In general, for any event £, we define [p[€] := >, Ppe(p)p. If p is dependent
on some classical random variable X, with joint distribution Px,, we also write p, instead
of [p|X = z]. Note that p, is a density operator (for any fixed x) whereas px is again a
random state. The overall quantum system is then given by [{X} ® p] = >, Px(z) {2} ® pa,
where {z} := |z) (x| is the state representation of x and {X} the corresponding random state.
Obviously, [{X} ® p] = [{X}] ® [p] if and only if px is independent of X, where the latter in
particular implies that no information on X can be learned by observing only p. By slight
abuse of notation, we usually simply write X instead of {X}.

2.2.2 Distances

For two density matrices p and o, we define the trace distance as §(p, o) = & tr(|p — o). For
classical random variables X and Y this reduces to the variational distance 6([{X}],[{Y'}]) :=
Str(|[{X} — {YH]) = 3 X, [Px(z) — Py(z)|. We define the distance from uniform given a

random state p as follows

d(X | p) =0 ({X} @ p], {unF} @ [p]) -

If {X}®p] = {X}®][p], 1.e. {X}®p]and [{X}] @ [p] are e-close in terms of their trace
distance, then the real system [{X} ® p] “behaves” as the ideal system [{X}] ® [p] except
with probability e [RKO05] in that for any evolution of the system no observer can distinguish
the real from the ideal one with advantage greater than £/2 (or €, depending on the exact
definition of advantage). In this sense, if d(X | p) < € holds, X can be used as a perfect key
which is secure against an adversary holding p except with probability e.

2.2.3 Entropies

When reviewing the privacy amplification theorem from [RKO05], we briefly address the gen-
eralization of the classical Rényi entropy H,(X) of order a of a random variable X to
the Rényi entropy S,(p) of order a of a density operator p. Otherwise, though, we are
only using the classical Rényi entropy of order oo, commonly known as the min-entropy
Ho(X) = —logmax, Px(z).

In Section 6.2, we briefly use smooth Renyi entropy HS (X) and its chain rule, we refer

to [RW05, Ren05] for details.

2.3 Hash Functions and Balanced Functions

Let ¢ be an arbitrary positive integer.

Definition 2.3.1 (two-balanced function). A binary function 8 : {0,1}* x {0,1}* —
{0,1} is called two-balanced if for any sg,s; € {0,1}¢, the functions B(sg,-) and ((-,s1)
are balanced (in the usual sense), i.e.,

{1 € {0,1}° : B(s0,51)=0}] = 2¢/2 and |{so € {0,1}" : B(0,51)=0}| = 2/2.

LA density operator is a hermitian matrix with non-negative eigenvalues and trace equal to one.
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In case £ = 1, the XOR is a two-balanced function, and up to addition of a constant the XOR
is the only two-balanced function.

A class F of hash functions from, say, {0,1}" to {0,1} is two-universal if for any pair
x,y € {0,1}" with x # y

(e fla) = )] < 2. (2.)

Several two-universal classes of hashing functions are such that evaluating and picking a
function uniformly and at random in F can be done efficiently [CW77, WCT9].

We call F a strongly two-universal class of hash functions, if for any distinct z,y € {0,1}"
the two random variables F'(z) and F(y) are independent and uniformly distributed (over
{0,1}%), where the random variable F represents the random choice of a function in F.

Proposition 2.3.2. Let Fy and F; be two classes of strongly two-universal hash functions
from {0, 1} respectively {0,1}™ to {0,1}¢, and let 3 : {0,1}* x {0,1}* — {0,1} be a two-
balanced function. Consider the class F of all functions f : {0,1}" x {0,1}" — {0,1} with
f(zo, 1) = B(fo(xo), fi(x1)) where fo € Fo and f1 € Fy. Then, F is strongly two-universal.

Proof: Fix distinct z = (xg, z1) and 2’ = (x, 2)) in {0,1}"° x {0,1}"™. Assume without loss
of generality that z1 # 2. Fix fo € Fo, and set so = fo(zo) and s, = fo(z(,). By assumption
on Fi, the random variables F(z1) and Fj(z}) are independently uniformly distributed over
{0,1}* (where F; represents the random choice for f; € F;). By the assumption on 3, this
implies that 5(fo(zo), Fi(z1)) and B(fo(z(), Fi(x])) are independently uniformly distributed
(over {0,1}). This holds no matter how fq is chosen, and thus proves the claim. O

As a side remark, it is easy to see that the claim does not hold in general for ordinary (as
opposed to strongly) two-universal classes: if ng = n; = ¢ and Fy and F; both only contain
the identity function id : {0,1}* — {0,1}* (and thus are two-universal), then JF consisting of
the function f(xg,x1) = B(id(x),id(x1)) = B(xo,x1) is obviously not two-universal.

2.4 Privacy Amplification

Let F be a two-universal class of hashing functions from {0,1}" to one bit.

Theorem 2.4.1 ([RKO05]). Let X be distributed over {0,1}", and let p be a random state
of ¢ qubits®. Let F be the random variable corresponding to the random choice (with uniform
distribution and independent from X and p) of a member of a two-universal class of hashing
functions F. Then

S(F(X) @ F & pl,[onir] @ [F o p]) < g2 3 ((X)ea)-su(e) -

< 2o 4001, (2:2)
-2

The first inequality is the original theorem from [RKO05], and (2.2) follows by observing that
Sa({X} ®p]) > Hao(X) > Hoo(X). In this paper, we only use this weaker version of the
theorem.

2Remember that p can be correlated with X in an arbitrary way. In particular, we can think of p as an
attempt to store the n-bit string X in g qubits.
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Note that if the rightmost term of (2.2) is negligible, i.e. say smaller than 27", then
this situation is 27¢"-close to the ideal situation where F'(X) is perfectly uniform and inde-
pendent of p and F. In particular, the situations F'(X) =0 and F(X) = 1 are statistically
indistinguishable given p and F' [FvdG99].

The following lemma is a direct consequence of Theorem 2.4.1. In Section 5.3, this lemma
will be useful for proving the binding condition of our commitment scheme. Recall that for
X € {0,1}", B™(X) denotes the set of all n-bit strings at Hamming distance at most dn
from X and B := |B°"(X)] is the number of such strings.

Lemma 2.4.2. Let X be distributed over {0,1}", let p be a random state of q qubits and
let X be a guess for X given p. Then, for all § < % it holds that

Pr[X € B™(X)] < 2~ 2(Hoe(X)=a-1)+log(B™),

In other words, given a quantum memory of g qubits arbitrarily correlated with a classical
random variable X, the probability to find X at Hamming distance at most on from X where
nh(8) < 3(Hoo(X) — q) is negligible.

Proof: Here is a strategy to try to bias F'(X) when given X and F eg F: Sample X’ €
B‘s"(AX ) and output F(X’). Note that, using psuec as a short hand for the probability
Pr[X e B5"(X)] to be bounded,

Pr [F(X') = F(X)] = Pouee (1 3 psucc>}

- Bon Bon |9
_ 1 Psucc
=3 5 g

where the first equality follows from the fact that if X’ # X then, as F is two-universal,
Pr[F(X) = F(X')] = 3. Since the probability of correctly guessing a binary F(X) given F
and p is always upper bounded by 3 + §([F(X) ® F ® p), [UNIF] ® [F ® p]), in combination
with Theorem 2.4.1, the above results in

1 succ 1 1 ,l(H (X)—g—1
— < = —973Hoo q—1)
2 + 2. B~ 2 * 2

and the claim follows immediately. 0
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Entropic Uncertainty Relations

3.1 Prior Work

One of the first things that comes to the mind of non-experts when quantum mechanics is the
subject is Heisenberg’s uncertainty principle [Hei27]. A lot of people remember to have heard
of the fact that the laws of quantum mechanics do not allow us to simultaneously exactly
determine two “incompatible” properties of a quantum system, for example the position and
the speed of a particle.

In the same spirit, but phrased in terms of entropy of probability distributions, entropic
uncertainty relations lowerbound the uncertainty we have when measuring a quantum state
in two or more “incompatible”, i.e. non-orthogonal, bases.

Definition 3.1.1 (mutually unbiased bases). Two bases B := {|a;)}}, and B' := {|b;)}}_,
of the complex Hilbert space CN of dimension N := 2" are called mutually unbiased if

. 1 -
Vi,je{l,...,N}: ’(az"ijZ =5 =9 "
More B° B',... ,BM bases of this space CN are called mutually unbiased, if every pair of

them is mutually unbiased.

Stephen Wiesner showed in 1970 in one of the first articles about quantum cryptography
that there are at least m mutually unbiased bases in a Hilbert space of dimension 2"~ 1"2,
Later, optimal constructions of N 4 1 mutually unbiased bases in a Hilbert space of dimension
N were shown by Ivanovi¢ when N is prime [Ivo81] and by William Wootters and Brian
Fields for N a prime power [WF89] (in particular, for N = 2" in the case of n qubits). Nice
constructions based on the stabiliser formalism can be found in the article by Jay Lawrence,
Caslav Brukner, and Anton Zeilinger [LBZ02] or in Thomas Brochmann Pedersen’s PhD
thesis [Ped05].

For a density matrix p describing the state of n qubits, let Q°(-), Q*(-),..., QM (-) be the
probability distributions over n-bitstring when measuring p in bases B, B!, ..., BM, respec-
tively. In the notation from above, we have Q°(i) = (a;|pla;) and Q*(j) = (bj|p|b;).

David Deutsch proved one of the first entropic uncertainty relations for two bases using
Shannon entropy [Deu83]. For mutually unbiased bases, the uncertainty relation reads

H(Q")+ H(Q") > —2log %(1 + ﬁ)-
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A much stronger bound was first conjectured by Kraus [Kra87] and later proved by Maassen
and Uffink [MUS8S|
H(Q%) + H(Q') >1log N = n. (3.1)

Intuitively, these bounds assure that if you know the outcome of measuring p in basis B°
pretty well, you have big uncertainty when measuring in the other basis B'.
Different results are known for complete sets of N 4 1 mutually unbiased bases of CV. All

of them are based on a surprising geometrical result by Larsen [Lar90].

Theorem 3.1.2 ([Lar90]). Let Q°,...,Q" be the N +1 distributions obtained by measur-

ing state p in mutually unbiased bases B°,...,BYN. Then,
N
7(Q) = 1+ tr(p?), (3.2)
i=0

where m(Q) = >, Q(x)? denotes the collision probability of a distribution Q.

For a pure state p = [¢)¢|, tr(p?) = 1 holds and the right hand side of (3.2) equals 2. In
this case, using Jensen’s inequality, Sanchez-Ruiz[SR95] derives the following lower-bound on
the sum of the collision entropies

N 7
ZH2 (@) = 3~ lon(x(Q) > ~(N + D)o (Zwoii(fw - (352

=0

In cryptographic settings, we are interested in uncertainty relations over (possibly) in-
complete sets of bases BY,...,BM with 1 < M < N. The current state-of-the-art bound
was independently obtained in [DPS04] and [Aza04] by subtracting the upper bound of the
entropy in the bases not included in the sum:

M
Z. (N+1—(M+1) N+M
m(Q') <2 — N ==

1=0

(3.3)

Theorem 3.1.3. For 1 < M < N, let Q°,...,Q™ be the M + 1 distributions obtained by

measuring the pure state ) in mutually unbiased bases B, ..., BM.
i) N(M +1)
ZHQQ (M +1)1 g< NIl > (3.4)
Proof:
> Ha(Q) =) —log(n(Q")
i=0 i=0
>itom(@) N(M +1)
> ¢ >
(M + )log< Nl > (M+1)1 Nl
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Notice that all the lower bounds on the collision entropy mentioned above imply bounds
on the Shannon entropy because H(Q) > H2(Q), but do not say anything about the min-
entropy Hoo(Q). In the following section, we derive entropic uncertainty relations involving
min-entropies.

3.2 New Uncertainty Relations

For simplicity, we assume that B° is the “computational” or +-basis and B! the “diagonal”
or X-basis; the corresponding probabilities are @ and Q*. We want to derive uncertainty
relations in the flavor of the previous section, i.e. we want to show that these two distributions
cannot both be “very far from uniform”. One way to express this is to say that a distribution
is very non-uniform if one can identify a subset of outcomes that has much higher probability
than for a uniform choice. Intuitively, the theorem below says that such sets cannot be found
for both measurements.

Theorem 3.2.1. Let the density matrix p” describe the state of a n-qubit register A. Let
Q" () and Q*(-) be the respective distributions of the outcome when register A is measured
in the +-basis respectively the x-basis. Then, for any two sets L™ C {0,1}" and L* C {0,1}"

it holds that
QML) +Q* (1) < (1+ V2 ETN)

Proof: We can purify register A by adding a register B, such that the state of the composite
system is pure. It can then be written as |1)4Z = > zef{0,1}n ag|z)pe) P for some complex
amplitudes «a, and normalised state vectors |pz). 7

Clearly, Q% (x) = |a,|?. To give a more explicit form of the distribution Q*, we apply the
Hadamard transformation to register A:

H"01P)g) =) |2)® Y 2 "o |pa)

z€{0,1}"  z€{0,1}n

and obtain

MIS

aw“PJ3>

> 2

z€{0,1}"

Let L' denote the complement of L' and p its probability Q+(Z+). We can now split
the sum in @*(z) in the following way:

2

Q" (2) = Z 2_%(_1)%20@6’9@&)

z€{0,1}"

=|vp Y 273 (-1)"" Isoz > 2 " og|er)
xef+

xzeLt

2

= VP Glus) + ) 27 E (=)™ aalp)

rzelt
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where |v;) is defined as follows: For the normalised state |v) := > -+ O‘—\/%|m>|tpm>, Czlvz) is

the z-component of the state H®"|v) = Y"_(,|2) ® |v.). It therefore holds that Y |(.|? = 1.

To upperbound the amplitudes provided by the sum over L™, we notice that the amplitude
is maximized when all unit vectors |¢,) point in the same direction and when (—1)*?ay, = |ay]|.
More formally,

Z 272 (—1)"%ag|pz)

zeLt

< 272 Z vz |

xzeLt

272y /Lt [ Joal? (3.5)
xzeLt
2724 /|LF|

IN

_n
2

IN

)

where (3.5) is obtained from the Cauchy-Schwarz inequality. Using £ and ¢£* as shorthands
for |L+‘ respectively |LX , we conclude that

QL) = 3 Q*(2)

zeLX
" 2
< > (B Gla)| + 275 VET)
zeLX*
<p Y IGP 2275V Y |G+ 02t
zeLX zeLX
<p+2-272VEF [0 G R 27t (3.6)

zeLX

< p+2V2npHx 4 27T X
=1—QT (L") +2V2ngrpx 4 2710 px, (3.7)

Inequality (3.6) follows again from Cauchy-Schwarz while in (3.7), we use the definition of p.
The claim of the proposition follows after re-arranging the terms. (]

This theorem yields a meaningful bound as long as |LT|-|L*| < (vV2—1)2-2", e.g. if LT
and L* both contain less than 2™/2 elements. If for € {+, x}, L" contains only the n-bit
string with the maximal probability of ()", we obtain as a corollary a slightly weaker version
of a known relation (see (9) in [MUS8S]).

Corollary 3.2.2. Let qf, and ¢% be the maximal probabilities of the distributions Q+ and
Q> from above. It then holds that g%, - ¢ < (1 + ¢)* where ¢ = 2"/,

Theorem 3.2.1 can be inductively generalised to M + 1 mutually unbiased bases where
1 < M < N as seen in the previous section.

Theorem 3.2.3. Let the density matrix p” describe the state of a n-qubit register A and
let for B, B!, ..., BM be mutually unbiased bases of register A. Let Q°(-),Q'(-),...,QM(")
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be the distributions of the outcome when register A is measured in bases B°,B',..., BM,
respectively. Then, for any sets L°, L', ..., LM c {0,1}", it holds that

S < 1- SARED> (1+\/2—"\Ljum)2. (33)

i=0 0<j<k<M

Proof: Like in the proof of Theorem 3.2.1, we can purify register A by adding a register B.
The composite state can then be written as [¢) 48 = > zefo1}n g |z)?|g) P for some complex
amplitudes «a, and normalised state vectors |pz). 7

We prove the statement by induction over M: For M = 1, by applying an appropriate
unitary transform to the whole system, we can assume without loss of generality that B is
the standard +-basis.

Let us denote by T the matrix of the basis change from BY to B!. As the inner product
between states |¢) € B® and |¢/) € B! is always |(¢|¢')| = 27™/2, it follows that all entries of
T are complex numbers of the form 272 . ¢ for real A € R.

It is easy to verify that the same proof as for Theorem 3.2.1 applies after replacing the
Hadamard transform H®" on the sender’s part by 7' and using the above observation about
the entries of T.

For the induction step from M to M + 1, we define p := QO(ZO), vy := > %|x>|g@x>,

x€L
and let ¢Z[v2) be the z-component of the state |v) transformed into basis B7. As in the proof
of Theorem 3.2.1, using ¢; as a short hand for {Li ,

QN =YY Ql(»)
i=1 1=1 2¢L?

(vBlciht) [+ 27772 Vi)

E%g

i=1 zcL?
M M
<p-y |<Z|2+Z< VIl + 27 oty
;/IZEL o 2
<p- Y P+ Y (1-V2il) — M
=1 i=1

where the distributions P? are obtained by measuring register A of the normalised state |v) in
the mutually unbiased bases B, B2, ..., BM. We apply the induction hypothesis to the sum
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of Pi(LY):

M M
i=1

ZQ(U <p- ZP@LZ + (1+\/TO)
o 4

g—@°<L°>+1—(M;1>+ > (HJ%)Q

0<j<k<M

where the last inequality follows by observing that the term in the right bracket is at least 1
and rearranging the terms. This completes the induction step and the proof of the proposi-
tion. O

If we aim for an entropic uncertainty relation involving min-entropies, we consider the
case where the sets L’ consist only of the n-bit string with the maximal probability. For each
i, we call this string z; with probability ¢’ := Q'(x;). Just applying Theorem 3.2.3 yields
a meaningful lowerbound on the sum of the min-entropies for up to M < 2(1/4=6)n mytually
unbiased bases:

ZHZ (M +1) (log(M + 1) — negl(n)) .

R

containing 2-™/2 in (3.8) which is not negligible anymore. The following slightly more careful
analysis proceeds along the lines of the proofs of Theorem 3.2.1 and Theorem 3.2.3, but is
tailored for this special case. It yields a more precise result which holds for up to M < 27/2
bases.

For the normalised state [v) := > . \/f‘%—qgo\zﬂgoﬁ, Gilvi) is the x;-component of the

The reason why it does not work for larger M is that there are ( M? summands

state |v) in basis B!. Formally, if T is the basis transform from B? to B!, then T|v) =
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Y. Clz) ® |us) and lug) := (g, |vs,). For two bases, we obtain

2

de=| Y 2HDTasle)

z€{0,1}"
2
n (073 n
= (VI=aL Y 273 (-1 i) + 27 (— 1) 70 gy 40y
z#x0 1- qgo

IN

2
(ﬂ =% [Gifon) [ +27% \(—1)10-%%0\%@\)
_n 2
= (VI—aklal+27% VoL

= (1= g2l +2V/(1 = g%)a% 27| + 270
—_—

<1
< (1= )G +27%|G ] + 27" (3.9)
Hence, we have
1
Qg <1422 42 = (14 52—"/2 +0(27™))? (3.10)

In the same way as (3.9), we can derive
@50 < (1= a8 )IGal® +27"2|Ca) + 27",
Adding this to (3.9), we obtain

0 + a2 < (1= %) (G + 101D + 27 2(|G ] + [¢G]) +2- 27 (3.11)

Note that |¢1]|? and |(2|? are the probabilities to obtain the n-bit strings x; and xo when
measuring |v) in the mutually unbiased bases B! and B? and therefore, we can use (3.10) to
upperbound this probability:

1
G2+ G <14+27Y2 427" and |G| + |¢f < V2(1 + 527”/2 +0(27)).
Using these bounds in (3.11) yields

1
@ 4q +gk <1422 49427221 + 52*"/2 +0(2™™)) + ¢ @2 —27?)

V2

=142 (V24 1) + 27 1)+ 027 4 gl (27 - 27

n/z\/i-i-l
3

<(1+2 0(2™™))?
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We continue this process to obtain

3
d g <1427 (V2 +1) + 2‘"(? +1)+0(27%"/?)
1=0
+ 272 (V31 + @2"/2 +0(2™™)) + ¢S 273 - \/75 —1)—27"2(V241))
=1+27"2(V34+V2+1) + 2*’L(\/§\/§Jr L Y2, 1)+ 0(273/2)

2 2

R CRPSTN RS

1+2_n/2¢§+ﬂ+1
2

= +0@™)

For general M € IN, we have

M
Y e 1427y 27 pa + OQ27) 4 g8 (27 (M = k1) = 27 (1ar-1)), (3.12)
=0

where the constants kj; and Aj; can be seen by a iterative derivation as above to be
M M \/— M k—1
. k vk .
KM 221\[7 and MM=;7/%—1 :;1721\/5
J= = = Jj=

For M — oo, they grow according to xps ~ %M‘?’/Q +O(VM) and ppr ~ %M:S + O(M?).
Hence, for large enough M, the last ¢ -term in (3.12) is always negative, because M < ks
for large enough M. Therefore, we end up with the asymptotics

M
S g <1427 <§M3/2 4 0(@)) 4o (%M?’ 4 O(M2)> + 0230/
=0

For the rest of the section, we assume that M < 2379 and therefore, O(y/M/N) and
O(M?/N) are negligible in n. We get

Mo N+ 23V NM3 + EM3 + negl(n) (VN + 2 M3/%)% + negl(n)
D o < =
— N N

As in the proof of Theorem 3.1.3, we use Jensen’s inequality to conclude

Mo M .
S HL(Q) =) —log(dl,)
i=0 =0
> —(M +1)log (Z]\Z[iql ) > (M +1)log <(\/ﬁ+ %]\(43/;)—2 _|)_ negl(ﬂ)) .

To summarize, we obtained
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Theorem 3.2.4. For ane > 0, let 1 < M < 239" The matrix p? describes the state
of a n-qubit register A and B°,B',...,BM are mutually unbiased bases of register A. Let
Q°(),Q'(),...,QM(.) be the distributions of the outcome when p? is measured in bases
B, B, ..., BM. We denote by H', the min-entropy of distribution Q°. Then,

M
ZH@OZ(MH)log( N(M+1) )
i=0

(VN + TM3/2)2 + negl(n)

For1< M < 2(%_5)”, this simplifies to

M
ZHCZ,O > (M +1) (log(M + 1) — negl(n)) .
1=0



Chapter 4

Rabin Oblivious Transfer

4.1 The Definition

A protocol for Rabin Oblivious Transfer (Rabin OT') between sender Alice and receiver Bob
allows Alice to send a bit b through an erasure channel to Bob. Each transmission delivers b
or an erasure with probability % Intuitively, a protocol for Rabin OT is secure if

e sender Alice gets no information on whether b was received or not, no matter what she
does, and

e receiver Bob gets no information about b with probability at least % 5, No matter what
he does.

In this report, we are considering quantum protocols for Rabin OT. This means that while in-
and outputs of the honest senders are classical, described by random variables, the protocol
may contain quantum computation and quantum communication, and the view of a dishonest
player is quantum, and is thus described by a random state.

Any such (two-party) protocol is specified by a family {(A,, By,)},»>0 of pairs of interactive
quantum circuits (i.e. interacting through a quantum channel). Each pair is indexed by a
security parameter n > 0, where A,, and B,, denote the circuits for sender Alice and receiver
Bob, respectively. In order to simplify the notation, we often omit the index n, leaving the
dependency on it implicit.

For the formal definition of the security requirements of a Rabin OT protocol, let us fix
the following notation. Let B denote the binary random variable describing A’s input bit b,
and let A and B’ denote the binary random variables describing B’s two output bits, where
the meaning is that A indicates whether the bit was received or not. Furthermore, for a
dishonest sender A (respecively B) let pz (pg) denote the random state describing A’s (B’s)
view of the protocol. Note that for a fixed candidate protocol for Rabin OT, and for a fixed
input distribution Pp, depending on whether we consider two honest A and B, a dishonest
A and an honest B, or an honest A and a dishonest B the corresponding joint distribution
Ppap, sz\ AR’ respectively PBP% is uniquely determined.

Definition 4.1.1. A two-party (quantum) protocol (A,B) is a (statistically) secure Ra-
bin OT if the following holds.

Correctness: For honest A and B

Pr[B=B'|A=1]>1-negl(n).

18
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Privacy: For any A
5(14 @ py], [UNIF] @ [p3]) < negl(n) .

Obliviousness: For any B there exists an event £ with P[€] > + — negl(n) such that

5(1B @ psl€], [B] @ [pg|€]) < negl(n).

If any of the above trace distances equals 0, then the corresponding property is said to hold
perfectly. If one of the properties only holds with respect to a restricted class 2 of A’s
respectively B of B’s, then this property is said to hold and the protocol is said to be secure
against 2 respectively 5.

Privacy requires that the joint quantum state is essentially the same as when A is uniformly
distributed and independent of the senders’s view, and obliviousness requires that there exists
some event which occurs with probability at least % (the event that the receiver does not
receive the bit) and under which the joint quantum state is essentially the same as when B
is distributed (according to Pp) independently of the receiver’s view.

4.2 The Protocol

We introduce a quantum protocol for Rabin OT that will be shown perfectly private (against
any sender) and statistically oblivious against any quantum memory-bounded receiver.

The protocol is very simple (see Figure 4.1): A picks x € {0,1}" and sends to B n qubits
in state either |z), or |z), each chosen with probability 1. B then measures all received
qubits either in the rectilinear or in the diagonal basis. With probability %, B picked the
right basis and gets x, while any B that is forced to measure part of the state (due to a
memory bound) can only have full information on z in case the +-basis was used or in case
the x-basis was used (but not in both cases). Privacy amplification using any two-universal
class of hashing functions F allows to obtain a proper Rabin OT. (In order to avoid aborting,
we specify that if a dishonest A refuses to participate, or sends data in incorrect format, then
B samples its output bits a and b’ both at random in {0,1}.)

QOT(b):
1. A picks z €z {0,1}", and r € {+, x}.
2. A sends |¢) := |z), in basis r to B.

3. B picks 7’ €g {+, x} and measures all qubits of |1) in basis r’. Let 2’ € {0,1}" be
the result.

4. A announces r, f €g F, and s :=b® f(x).

5. Boutputs a:=1and ¥ :=s @ f(a’) if ' =r and else a := 0 and b’ := 0.

Figure 4.1. Protocol for Rabin QOT

As we shall see in Section 4.4, the security of the QOT protocol against receivers with
bounded-size quantum memory holds as long as the bound applies before Step 4 is reached.
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An equivalent protocol is obtained by purifying the sender’s actions. Although QOT is easy to
implement, the purified or EPR-based version depicted in Figure 4.2 is easier to prove secure.
A similar approach was taken in the Shor-Preskill proof of security for the BB84 quantum
key distribution scheme [SP0O].

EPR-QOT(b):
1. A prepares n EPR pairs each in state |Q2) = %UOO) +[11)).
2. A sends one half of each pair to B and keeps the other halves.

3. B picks ' € {+, x} and measures all received qubits in basis r’. Let 2’ € {0,1}"
be the result.

4. A picks r €r {+, x}, and measures all kept qubits in basis 7. Let x € {0,1}" be
the outcome. A announces r, f €g F, and s:=b® f(x).

5. Boutputs a:=1and b’ :=s@ f(2’) if ¥ = r and else a := 0 and b’ := 0.

Figure 4.2. Protocol for EPR-based Rabin QOT

Notice that while QOT requires no quantum memory for honest players, quantum memory
for A seems to be required in EPR-QOT. The following Lemma shows the strict equivalence
between QOT and EPR-QOT.

Lemma 4.2.1. QOT is secure if and only if EPR-QOT is secure.

The proof follows easily after observing that A’s choices of r and f, together with the mea-
surements all commute with B’s actions. Therefore, they can be performed right after Step 1
with no change for B’s view. Modifying EPR-QOT that way results in QOT.

Lemma 4.2.2. EPR-QOT is perfectly private.

Proof: It is straightforward to verify that no information about whether B has received
the bit is leaked to any sender A, since B does not send anything, i.e. EPR-QOT is non-
interactive! O

4.3 Modeling Dishonest Receivers

We model dishonest receivers in EPR-QOT under the assumption that the maximum size
of their quantum storage is bounded. These adversaries are only required to have bounded
quantum storage when they reach Step 4 in EPR-QOT. Before that, the adversary can store and
carry out quantum computations involving any number of qubits. Apart from the restriction
on the size of the quantum memory available to the adversary, no other assumption is made.
In particular, the adversary is not assumed to be computationally bounded and the size of
its classical memory is not restricted.

Definition 4.3.1. The set B, denotes all possible quantum dishonest receivers {gn}n>0 in

QOT or EPR-QOT where for each n > 0, B,, has quantum memory of size at most yn when
Step 4 is reached.



CHAPTER 4. RABIN OBLIVIOUS TRANSFER 21

In general, the adversary B is allowed to perform any quantum computation compressing
the n qubits received from A into a quantum register M of size at most yn when Step 4 is
reached. More precisely, the compression function is implemented by some unitary transform
C acting upon the quantum state received and an ancilla of arbitrary size. The compression
is performed by a measurement that we assume in the computational basis without loss of
generality. Before starting Step 4, the adversary first applies a unitary transform C:

2772 3 @)@ C)I0) =2 Y [0} 0 Y asylead) )
Y

ze{0,1}" ze{0,1}"

where for all x, Zy |oz;,3,y|2 = 1. Then, a measurement in the computational basis is applied
to register Y providing classical outcome y. The result is a quantum state in register M of
size yn qubits. Ignoring the value of y to ease the notation, the re-normalized state of the
system is now in its most general form when Step 4 is reached:

|¢> = Z am|$> ® |(pm>M,

z€{0,1}"

where > |a,* = 1.

4.4 Security against Dishonest Receivers

In this section, we show that EPR-QOT is secure against any dishonest receiver having access
to a quantum storage device of size strictly smaller than half the number of qubits received
at Step 2.

In our setting, we use Theorem 3.2.1 to lowerbound the overall probability of strings with
small probabilities in the following sense. For 0 < v+ k < 1, define

Sti={ze€{0,1}": Q" (z) < 2_(V+“)”} and
§ = {z e {0,1}": Q* () < 270}

to be the sets of strings with small probabilities and denote by L™ := St and L* := 5" their
complements. (Here’s the mnemonic: S for the strings with Small probabilities, L for Large.)
Note that for all # € LT, we have that QT (z) > 2~0F®" and therefore |L*| < 20+,
Analogously, we have |L*| < 2(r+5)n  For the ease of notation, we abbreviate the probabilities
that strings with small probabilities occur as follows: ¢+ := Q*(S™) and ¢* := Q*(S*). The
next corollary now immediately follows from Theorem 3.2.1.

Corollary 4.4.1. Let v+ k < % For the probability distributions Q*, Q* and the sets ST,
S* defined above, we have

g+ g = QT (ST) +Q7(S™) > 1 — negl(n).
Theorem 4.4.2. For all v < %, QOT is secure against B .

Proof: After Lemmata 4.2.1 and 4.2.2, it remains to show that EPR-QOT is oblivious against
B.,. Since v < %, we can find kK > 0 with v+ k < % Consider a dishonest receiver in EPR-QOT
B with quantum memory of size yn.
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Using the notation from Section 4.1, we show that there exists an event £ such that
P[E] > 1 — negl(n) as well as §([B ® psl€], [B] ® [pgl€]) < negl(n), as required by the
obliviousness condition of Definition 4.1.1. Let X denote the random variable describing the
outcome z of A’s measurement (in basis r) in Step 4 of EPR-QOT. We implicitely understand
the distribution of X to be conditioned on the classical outcome y of the measurement B
performs, as described in Section 4.3. We define £ to be the event X € S”. Note that £ is
independent of B and thus [B|€] = [B]. Furthermore, due to the uniform choice of r, and
using Corollary 4.4.1, P[] = 3(¢* + ¢*) > 3 — negl(n).

In order to show the second condition, we have to show that whenever £ occurs, the
dishonest receiver cannot distinguish the situation where B = 0 is sent from the one where
B =1 is sent. As the bit B is masked by the output of the hash function F(X) in Step 4 of
EPR-QOT (where the random variable F represents the random choice for f), this is equivalent
to distinguish between F(X) = 0 and F'(X) = 1. This situation is exactly suited for applying
Theorem 2.4.1, which says that F/(X) = 0 is indistinguishable from F'(X) = 1 whenever the
right-hand side of (2.2) is negligible.

In the case r = 4, we have

9—(v+r)n
> —log Y = yn + kn +log(q™). (4.1)

If ¢* > 272" then Hoo(X|X € S*) > yn + %n and indeed the right-hand side of (2.2)
decreases exponentially when conditioning on X € S*. The corresponding holds for the case
r= X.

Finally, if ¢t < 272" (or similarly ¢* < 275") then instead of as above we define £ as
the empty event if r = + and as the event X € S* if r = x. It follows that P[] = 3 - ¢* >
1 —negl(n) as well as Hoo(X|€) = Hoo(X|X € S%) > yn + kn +log(¢*) > yn + &n (for n
large enough), both by Corollary 4.4.1 and the bound on ¢*. O

4.5 Weakening the Assumptions

Observe that QOT requires error-free quantum communication, in that a transmitted bit b,
that is encoded by the sender and measured by the receiver using the same basis, is always
received as b. And it requires a perfect quantum source which on request produces one
qubit in the right state, e.g. ome photon with the right polarization. Indeed, in case of
noisy quantum communication, an honest receiver in QOT is likely to receive an incorrect bit,
and the obliviousness of QOT is vulnerable to imperfect sources that once in while transmit
more than one qubit in the same state: a malicious receiver B can easily determine the
basis r € {+, x} and measure all the following qubits in the right basis. However, current
technology only allows to approximate the behavior of single-photon sources and of noise-free
quantum communication. It would be preferable to find a variant of QOT that allows to
weaken the technological requirements put upon the honest participants.

In this section, we present such a protocol based on BB84 states [BB84], BB84-QOT (see
Figure 4.3). The security proof follows essentially by adapting the security analysis of QOT
in a rather straightforward way, as will be discussed later.
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Let us consider a quantum channel with an error probability ¢ < %, i.e., ¢ denotes the
probability that a transmitted bit b, that is encoded by the sender and measured by the
receiver using the same basis, is received as 1 — b. In order not to have the security rely on
any level of noise, we assume the error probability to be zero when considering a dishonest
receiver. Also, let us consider a quantum source which produces two or more qubits (in the
same state), rather than just one, with probability n < 1 — ¢. We call this the (¢, n)-weak
quantum model.

In order to deal with noisy quantum communication, we need to do error-correction with-
out giving the adversary too much information. This setting is known under the name of
information-reconciliation from the theory of information-theoretic key agreement [CKT78,
Mau93|. Alice and Bob start with (correlated) values W and W', respectively. Alice wants to
send to Bob the minimal information S(W') such that Bob can reconstruct W from S(W) and
W’. Recently, such encodings S(W) were called secure sketches [DRS04]. A (¢,m, ¢)-secure
sketch! is a randomized function S : {0,1}* — {0, 1}* such that (1) for any w € {0, 1}* and for
w' received from w by flipping each bit (independently) with probability ¢, the string w can
be recovered from w’ and S(w) except with negligible probability (in £), and (2) for all random
variables W over {0,1}¢, the “average min-entropy” of W given S(W) is at least H (W) —m.
We would like to point out that the notion of average min-entropy used in [DRS04] and here
differs slightly from the standard notion H, (W |S(W)), but it implies that for any A > 0, the
probability that S(WW) takes on a value y such that Hoo(W|S(W) =y) > Hoo(W) —m — A
is at least 1 — 272 (which is sufficient for our purpose).

Consider the protocol BB84-QOT in the (¢, n)-weak quantum model shown in Figure 4.3.
For simplicity, we assume n to be even. The protocol uses a (%, a%, ¢)-secure sketch S. We
will argue later that o can be chosen arbitrarily close to (but greater than) h(¢). Like before,
the memory bound in BB84-QOT applies before Step 4.

BB84-QOT (b):

n

1. A picks # €g {0,1}" and a random index set I, Cg {1,...,n} of size § and sets
Io={1,....,n}\ I+.

2. Fori=1,2,...,n: Ifi € I, Asends |z;), toB. If otherwise i € I, A sends |z;) .

3. B picks " €r {+, x} and measures all qubits in basis 7. Let 2’ € {0,1}" be the
result.

4. A picks r €r {+, x} and announces r, I, y:= S(z|1.), f €r Fp/, and s:=
b& f(z|r,).

5. B can recover x|, from 2'|;, and y, and outputs a:= 1 and V' := s @ f(z|z,) if
r’ =r and else a := 0 and V' := 0.

Figure 4.3. Protocol for the BB84 version of Rabin QOT

By the properties of a secure sketch, it is obvious that B receives the correct bit b if r’ = r,
except with negligible probability. Also, since there is no communication from B to A, BB84-
QOT is clearly private. Similar as for protocol QOT, in order to argue about obliviousness

'Note that our definition of a secure sketch differs slightly from the one given in [DRS04].
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we compare BB84-QOT with a purified version shown in Figure 4.4. BB84-EPR-QOT runs in
the (¢,0)-weak quantum model, and the imperfectness of the quantum source assumed in
BB84-QOT is simulated by A in BB84-EPR-QOT so that there is no difference from B’s point
of view. We would like to point out that the way A chooses the set I, is more complicated
than necessary; this is for proof-technical reasons, as will be clear later.

BB84-EPR-QOT (b):

1. A prepares n EPR pairs each in state [Q2) = %UOO) +|11)). Additionally, A samples
6 € {+, x}" such that 6; = + for exactly & indices 4, and A initializes I', := () and
I, :=10.

2. For every i € {1,...,n}, A does the following. With probability 1 — n A sends one
half of the i-th pair to B and keeps the other half. While with probability n A
replaces I by Ij U{i} and sends two or more qubits in the same state |z;), to B
where z; €r {0,1}.

3. B picks ' € {+, x} and measures all received qubits in basis r’. Let 2’ € {0,1}"
be the result.

4. A picks a random index set J Cg {1,...,n}\ (I, UIL}) of size (1—n—e)n/2 (where
e > 0 is sufficiently small). Then, A picks r € {+, x}, chooses a random index
set I, C {1,...,n} of size § subject to JU I, C I, (respectively aborts if that is
not possible) and for each i € I, \ I/ measures the corresponding qubit in basis r.
Let x; be the corresponding outcome, and let x|7. be the collection of all x;’s with
i € I,. A announces 1, I, y = S(x|1,), f €r Fn/2,and s =b @ f(z|1,).

5. B can recover z|;, from 2/|;, and y, and outputs a:= 1 and V' := s @ f(x|z,), if
r’ =r and else a := 0 and V' := 0.

Figure 4.4. Protocol for EPR-based Rabin QOT, BB84 version

The security equivalence between BB84-QOT (in the (¢,n)-weak quantum model) and
BB84-EPR-QOT (in the (¢,0)-weak quantum model) is omitted here as it follows essentially
along the same lines as in Section 4.2. The main difference here is that additionally one has to
argue that the distribution of the “imperfectly generated qubits” (within the sets I} and I ) is
the same as in BB84-QOT. As a matter of fact, it is not perfectly the same, but it is obviously
the same conditioned on the event that the number of “imperfectly generated qubits” with
basis + and the number of those with basis x are both at most (n+¢)n/2 (in which case A does
not abort in BB84-EPR-QOT). This event, though, happens with overwhelming probability by
Bernstein’s law of large numbers. This is good enough.

Theorem 4.5.1. In the (¢, n)-weak quantum model, BB84-QOT is secure against B for any
v < 1TT77 — @ (if parameter « is appropriately chosen).

Proof Sketch: It remains to show that BB84-EPR-QOT is oblivious against B, (in the
(¢,0)-weak quantum model). The reasoning goes exactly along the lines of the proof of
Theorem 4.4.2, except that we restrict our attention to those i’s which are in J. Write
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n' =1|J| = (1—-n—e)n/2, and let 4’ be such that yn =~'n’, i.e., v/ =2v/(1 —n—¢). It then
follows as in the proof of Theorem 4.4.2 that

Hoo(X|s]|X|s € ST) = 4'n/ + kn’ +log(¢™)
=yn+ k(1 —n—e)n/2 +log(q™h).

Property (2) of a secure sketch then implies that, except with negligible probability, y is such
that

Hoo (X|1,| X7 € S*,8(X|1,) =)
>n+k(l —n—¢e)n/2+log(q") —an/2 — en.

Similar as in the proof of Theorem 4.4.2, one can consider the cases ¢7 > 275" and ¢+ < 27°",
and in both cases argue that the min-entropy in question is larger than yn + en (which then
completes the proof by referring to Theorem 2.4.1) if k(1 —n — &) > a+ 4e, where € > 0 may
be arbitrarily small and & has to satisfy x < % —v' = % —2v/(1—=n—c¢). This can be achieved
(by choosing e appropriately) if o < k(1 —n) < (1 —n)/2 — 27, which can be achieved (by
choosing k appropriately) if

1-7 «

VST Ty

By the assumed restriction on <, this inequality can be satisfied if « is chosen arbitrarily
close to h(¢). But this follows in a straightforward way from a result in [DRS04], where it
is shown that every (efficiently decodable) error correcting code induces an (efficient) secure
sketch (with related parameters), combined with the fact that for every a > h(¢) there exists
an efficiently decodable code of large enough length ¢, with rate R = 1 — a and which (except
with negligible probability) corrects errors introduced with probability ¢ (see [Cré97] and the
reference therein). O



Chapter 5

Quantum Commitment Scheme

In this section, we present a BC scheme from a committer C with bounded quantum memory
to an unbounded receiver V. The scheme is peculiar since in order to commit to a bit, the
committer does not send anything. During the committing stage information only goes from
V to C. The security analysis of the scheme uses similar techniques as the analysis of EPR-QOT.

5.1 The Protocol

The objective of this section is to present a bounded quantum-memory BC scheme COMM (see
Figure 5.1). Intuitively, a commitment to a bit b is made by measuring random BB84-states
in basis {+, x } .

coMM(b):
1. V picks x € {0,1}" and r € {+, x}".
2. V sends z; in the corresponding bases |71), ,[%2),,,- -, |[Tn),, to C.

3. C commits to the bit b by measuring all qubits in basis {+, x} ). Let 2’ € {0,1}"
be the result.

4. To open the commitment, C sends b and z’ to V.

5. V verifies that x; = x; for those i where r; = {+, x};. V accepts if and only if this
is the case.

Figure 5.1. Protocol for quantum commitment

As for the OT-protocol of Section 4.2, we present an equivalent EPR-version of the protocol
that is easier to analyze (see Figure 5.2).

Lemma 5.1.1. cOMM is secure if and only if EPR-COMM Is secure.

Proof: The proof uses similar reasoning as the one for Lemma 4.2.1. First, it clearly makes
no difference, if we change Step 5 to the following:

26
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EPR-COMM(b):
1. V prepares n EPR pairs each in state |Q2) = %(|OO> +]11)).
2. V sends one half of each pair to C and keeps the other halves.

3. C commits to the bit b by measuring all received qubits in basis {+, x}p). Let
2’ € {0,1}" be the result.

4. To open the commitment, C sends b and z’ to V.

5. V measures all his qubits in basis {+, X };j and obtains x € {0,1}". He chooses a
random subset I C {1,...,n}. V verifies that z; = z for all ¢ € I and accepts if
and only if this is the case.

Figure 5.2, Protocol for EPR-based quantum commitment

5'. V chooses the subset I, measures all qubits with index in I in basis {+, X };; and all
qubits not in I in basis {+, X}[l—b]- V verifies that x; = 2} for all i € I and accepts if
and only if this is the case.

Finally, we can observe that the view of C does not change if V would have done his choice of I
and his measurement already in Step 1. Doing the measurements at this point means that the
qubits to be sent to C collapse to a state that is distributed identically to the state prepared
in the original scheme. The EPR-version is therefore equivalent to the original commitment
scheme from C’s point of view. 0

It is clear that EPR-COMM is hiding, i.e., that the commit phase reveals no information
on the committed bit, since no information is transmitted to V at all. Hence we have

Lemma 5.1.2. EPR-COMM is perfectly hiding.

5.2 Modeling Dishonest Committers

A dishonest committer C with bounded memory of at most yn qubits in EPR-COMM can be
modeled very similarly to the dishonest OT-receiver B from Section 4.3: C consists first of a
circuit acting on all n qubits received, then of a measurement of all but at most yn qubits,
and finally of a circuit that takes the following input: a bit b that C will attempt to open, the
~n qubits in memory, and some ancilla in a fixed state. The output is a string " € {0,1}"
to be sent to V at the opening stage.

Definition 5.2.1. We define €, to be the class of all committers {En}n>0 in EPR-COMM that,
at the start of the opening phase (i.e. at Step 4), have a quantum memory of size at most yn
qubits.

We adopt the binding condition for quantum BC from [DMSO00]:

Definition 5.2.2. A (quantum) BC scheme is (statistically) binding against € if for all
{Cy}n>0 € €, the probability py(n) that C,, opens b € {0,1} with success satisfies

po(n) +p1(n) <1+ negl(n).

In the next section, we show that EPR-COMM is binding against €, for any v < %
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5.3 Security Proof of the Commitment Scheme

Note that the first three steps of EPR-QOT and EPR-COMM (i.e. before the memory bound
applies) are exactly the same! This allows us to reuse Corollary 4.4.1 and the analysis of
Section 4.4 to prove the binding property of EPR-COMM.

Theorem 5.3.1. For any v < %, COMM is perfectly hiding and statistically binding against
Z,.

The proof is given below. It boils down to showing that essentially po(n) < 1 — ¢* and
p1(n) <1 —¢*. The binding property then follows immediately from Corollary 4.4.1. The
intuition behind pp(n) < 1 —¢*:=1— QT (ST) is that a committer has only a fair chance
in opening to 0 if z measured in +-basis has a large probability, i.e., z € ST. The following
proof makes this intuition precise by choosing the € and §’s correctly.

Proof: It remains to show that EPR-COMM is binding against €,. Let x > 0 be such that
Y+ k< % For the parameters x and v considered here, define @, ST and ¢™ as well as Q*,
S* and ¢* as in Section 4.4. Furthermore, let 0 < § < % be such that h(J) < k/2, where h
is the binary entropy function, and choose £ > 0 small enough such that h(0) < (k —¢)/2.
This guarantees that B < 2(8=2)n/2 for ]l (sufficiently large) n. For every n we distinguish
between the following two cases. If gt > 27¢"/2 then

where the first inequality is argued as in (4.1). Applying Lemma 2.4.2, it follows that any
guess X for X satisfies

N[

Pr [X' € B(Sn(X) |X e S+] < 2—%(Hoo(X\XES+)—’Y71—1)+10€;(BM) < 2—%n+

However, if X ¢ B"(X) then sampling a random subset of the positions will detect an error
except with probability not bigger than 27", Hence,

po(n) = (1—q") “Do|xgs+ T qt “Do|xeS+
<1—gqt gt (271 —27i7F2) 42753,

If on the other hand ¢ < 27¢"/2 then trivially
po(n) <1=1-¢q" +¢" <1—g"+27/2

In any case we have po(n) <1 —q* + negl(n).
Analogously, we derive p1(n) < 1 — ¢* + negl(n) and conclude that

po(n) +pi(n) <2 —q" — ¢ + negl(n) < 14 negl(n), (5.1)

where (5.1) is obtained from Corollary 4.4.1. O
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5.4 Weakening the Assumptions

As argued earlier, assuming that a party can produce single qubits (with probability 1) is
not reasonable given current technology. Also the assumption that there is no noise on the
quantum channel is impractical. It can be shown that a straightforward modification of comMmMm
remains secure in the (¢, n)-weak quantum model as introduced in Section 4.5, with ¢ < %
and n <1—¢.

Let comM’ be the modification of cOMM where in Step 5 V accepts if and only if z; =
for all but about a ¢-fraction of the i where r; = {+, x}). More precisely, for all but a

(¢ + e)-fraction, where € > 0 is sufficiently small.

Theorem 5.4.1. In the (¢,n)-weak quantum model, COMM’ is perfectly hiding and it is
binding against €., for any v satisfying v < 3(1 —n) — 2h(®).

Proof Sketch: Using Bernstein’s law of large numbers, one can argue that for honest C and
V, the opening of a commitment is accepted except with negligible probability. The hiding
property holds using the same reasoning as in Lemma 5.1.2. And the binding property can
be argued essentially along the lines of Theorem 5.3.1, with the following modifications. Let
J denote the set of indices ¢ where V succeeds in sending a single qubit. We restrict the
analysis to those i’s which are in J. By Bernstein’s law of large numbers, the cardinality of
J is about (1 — n)n (meaning within (1 — n & )n), except with negligible probability. Thus,
restricting to these i’s has the same effect as replacing v by /(1 — n) (neglecting the +e to
simplify notation). Assuming that C knows every x; for i & J, for all x;’s with ¢ € J he has
to be able to guess all but about a ¢/(1 — n)-fraction correctly, in order to be successful in
the opening. However, C succeeds with only negligible probability if

¢/(1—n) <9.
Additionally, 6 must be such that

K . ¥ 1
h(o — th a— —.
()<2 wi 1_n+:‘€<2

Both restrictions on ¢ hold (respectively can be achieved by choosing x appropriately) if

o o 1
2 — .
}(1_n +1—n<2

Using the fact that h(vp) < vh(p) for any v > 1 and 0 < p < % such that vp < 1, this is
clearly satisfied if 2h(¢) + v < 3(1 — n). This proves the claim. O




Chapter 6

1-2 Oblivious Transfer

This chapter presents current research trying to build a more practical variant of oblivious
tranfer, (chosen) 1-out-of-2 oblivious transfer in the bounded quantum storage model. Trying
to achieve this goal has turned out to be fruitful for different results, also in the classical
world.

In Section 6.1.1, we argue that it is a nontrivial task to correctly define the security of
classical 1-2 OT and that a simulation-based approach seems to be the best to give a correct
definition. In Section 6.1.2, we characterize the sender-privacy of 1-2 OT using two-balanced
functions. This is very useful for reductions using privacy amplification with strongly two-
universal hash functions. Finally, in Section 6.2, we present a protocol for 1-2 OT in the
bounded quantum storage model and sketch its security proof.

We stress again, that all results presented in this chapter are of preliminary nature and
represent the main ideas of upcoming articles or is research in progress. For proofs and all

details, we refer to [CSSW05, DFSS05¢, DFRSS05].

6.1 Classical 1-2 Oblivious Transfer

6.1.1 The Definition

1-2 Oblivious Transfer, 1-2 OT for short, is a two-party primitive which allows a sender to
send two bits (or, more generally, strings) By and Bj to a receiver, who is allowed to learn one
of the two, according to his choice C, such that, informally, the receiver only learns B¢ but
not Bi_¢ (called sender-privacy, the sender’s other input stays private), while at the same
time the sender does not learn C' (called receiver-privacy).

It turns out that correctly formalising the seemingly very simple concept of “knowing
only one of two bits” is a nontrivial task. There are many examples in the literature where
1-2 OT is not correctly defined (e.g. [BCWO03]). An additional binary random variable D
has to be introduced to indicate the bit the receiver knows. Most of the security definitions
are incomplete, because they do not require this D to be independent of the original inputs
By, B1. In most of the cases, the protocols proposed are still secure, but it is clearly desirable
to have a correct security definition and complete proofs. But what is the correct security
definition?

The first thing one would try is to formalize the intuitive security requirements for a
protocol. In the case of 1-2 OT, one would say that a protocol is secure, if it is correct, i.e.
it does what it is supposed to, as long as people behave honestly, it is sender-private and

30
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it is receiver-private as explained above. The difficulty in the case of 1-2 OT is to correctly
formalize sender-privacy. There are many examples (of other primitives) in cryptographic
history where this approach (miserably) failed, because it lies in the nature of security, that
it is very difficult to list all security requirements needed such that a protocol behaves well in
a given environment. Newly proposed protocols (that were mathematically proven to fulfill
all the security requirements the designer could think of) were easily broken by exploiting
another security breach that the designer was not aware of.

Security history teaches us that there is a better way to obtain good security definitions.
To circumvent the problem of listing all the security requirements, people started to compare
their protocols to “ideal functionalities” that perform the specified task in a perfect way.
Real protocols run in a certain model and a certain environment. The model is fixed and
specifies for example the communication abilities (synchronous/asynchronous channels etc.),
the computing power of the players, their memory size, whether they can process quantum
information etc. The environment however is active, it can for example choose inputs for the
players, receive outputs, specifiy random tapes etc. We can then imagine the real protocol
replaced with the ideal functionality (that has the same interfaces to the environment) and we
call a protocol secure, if these two situations cannot be distinguished (by the environment).
Such a security definition has the great advantage that we can replace a secure protocol with
the ideal functionality (because this cannot be distinguished) and in this way get rid of the
internals of the original protocol. Normally, this allows to prove composition theorems and
using them, to build modular cryptographic protocols that have much simpler security proofs.

The ideas sketched above were for the first time formally defined and elaborated by Beaver
[Bea91]. Nowadays, two successful and popular frameworks are the Universally Composable
framework by Canetti [Can01] and the framework of Reactive Simulatability of Backes, Pfitz-
mann and Waidner [BPWO04]. In the quantum setting, models with composition theorems
are independent works of Ben-Or and Mayers [BM02, BM04] and Unruh [Unr02].

A simpler framework that allows for sequential composition is given in Chapter 7 of Gol-
dreich’s book [Gol04]. In [CSSWO05], we start from this model and tailor it for unconditionally
secure two-party computation. By requiring that the output distribution of a real protocol
with a dishonest player is the same as the distribution obtained when the same dishonest
player acts with the ideal functionality, we can derive information-theoretic security require-
ments for the real protocol. In fact, we are able to show equivalence between simulation-
security and our information-theoretic requirements. In other words, we can be sure that the
list of requirements we obtain is complete to allow for sequential composition.

In order to be able to have sequential composition, we need to model the environment of
the protocol. We do this by giving an auxiliary input Z to the dishonest player that contains
all the information this player has gathered up to the execution of the protocol. Intuitively,
if a protocol remains secure for whatever Z the dishonest player knows (e.g. from previous
executions) it can be run again, and hence, composed.

In the special case of 1-2 OT, we obtain the following definition.

Definition 6.1.1 (1-2 OT). In a 1-2 OT protocol between sender A and receiver B, A has
inputs By, By € {0,1} and B holds a choice bit C' € {0,1}. Z denotes the auxiliary input for
the dishonest player. We call the protocol secure, if it fulfills the three following requirements:

Correctness: If both players honestly follow the protocol, B outputs B¢ and A has no ouput.

Sender-privacy: If A is honest, then for any (possibly dishonest) B with view W, there



CHAPTER 6. 1-2 OBLIVIOUS TRANSFER 32

exists a random variable D with range {0,1} such that A has no output and*

BQ,Bl<—>Z,C<—>D and Bo,Bl HZ,C,D,BDHW.

Receiver-privacy: If B is honest, then for any (possibly dishonest) A with view V', it holds
that
C <~ Z,BQ,Bl — V.

All information-theoretically secure constructions of 1-2 OT protocols we are aware of
in fact do implicitly build a variant of 1-2 OT, which we call (sender-)randomized 1-2 OT.
A Randomized 1-2 OT, or Rand 1-2 OT for short, essentially coincides with an (ordinary)
1-2 OT, except that the two bits By and Bj are not input by the sender but generated
uniformly at random during the protocol and output to the sender. 1-2 OT can be constructed
from a Rand 1-2 OT: the sender can use the randomly generated By and Bj to one-time-pad
encrypt his input bits for the 1-2 OT, and send the masked bits to the receiver.

To goal is now to formalize Rand 1-2 OT in such a way that it as much as possible min-
imizes and simplifies the security restraints, while at the same time still being sufficient for
1-2 OT as defined above. This is achieved by the following definition.

Definition 6.1.2 (Rand 1-2 OT). In a Rand 1-2 OT protocol between sender A and re-
ceiver B, A has no inputs B holds a choice bit C' € {0,1}. Z denotes the auxiliary input for
the dishonest player. We call the protocol secure if it fulfills the three following requirements:

Correctness: If both players honestly follow the protocol, A outputs two bits By, By € {0,1}
and B outputs Bc.

Sender-privacy: If A is honest, then for any (possibly dishonest) B with view W, there
exists a random variable D with range {0, 1} such that A outputs By, By € {0,1} and

Pg,_p1z.c,0,Bp,w = Punie

Receiver-privacy: If B is honest, then for any (possibly dishonest) A with view V on the
protocol, it holds that
Ce—Z—V.

Errors: In the case of a non-perfect protocol, we say that a protocol is secure with an
error ¢, if for all inputs, the distribution of the output has a statistical distance of at most ¢
from the output of a perfectly secure protocol.

In the following, we only consider the perfect scenario which suffices to get the important
ideas.

Strings: We note that the above definitions can easily be extended to handle oblivious
transfer of strings. In a 1-2 String OT, the sender inputs two strings (of the same length),
and the receiver is allowed to learn one of the two and only one of the two. Formally, for any
positive integer ¢, we can define a 1-2 ¢-String OT and a Rand 1-2 ¢-String OT along the lines
of Definition 6.1.1 respectively Definition 6.1.2 above, just by replacing the binary random
variables By and B; (as well as UNIF) by random variables So and S; (and UNIF®) with range
{0,1}*. Rand 1-2(-String OT yields a proper 1-2 String OT in the same way as before.

'Recall that the Markov chain X < Y « Z holds, iff X and Z are independent, given Y.
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6.1.2 Characterising Sender-Privacy

Trying to achieve the goal of building 1-2 OT in the bounded quantum-storage model (see
Section 6.2), we have developped a tool for characterising the sender-privacy of Rand 1-2 OT
using balanced functions. The beauty of this approach is that balanced functions go well
with strongly two-universal hash functions that are used for privacy amplification (as seen in
Proposition 2.3.2). Before giving the characterisation of the general case, we investigate the
case of Bit 1-2 OT.

It is well known (and it follows from the condition for sender-privacy) that in a (Rand) 1-2 OT
the receiver B should in particular learn no information on the XOR By @ B of the two bits.
The following proposition shows that this is not only necessary for the sender-privacy but
also sufficient.

Theorem 6.1.3. The sender-privacy condition for a Rand 1-2 OT is satisfied for a particular
(possibly dishonest) receiver B with auxiliary input Z and view W if and only if

PBO@BI|ZW = PUNIF-

Before going into the proof (which is surprisingly simple), consider the following example.
Assume a candidate protocol for Rand 1-2 OT, such that for a certain dishonest receiver, con-
ditioned on the auxiliary input and the view of the receiver, (Bg, B1) is (0,0) with probability
%, and (0,1) and (1,0) each with probability %. Then obviously the condition on the XOR
from Theorem 6.1.3 is satisfied; on the other hand it appears as if the receiver has some joint
information on By and B; which is forbidden by a (Rand) 1-2 OT. But that is not so. We
can split the event (B, B1) = (0,0) into two disjoint subsets (subevents) &y and &; such that
each has probability %, and then we define D by setting D = 0 if &y or (By, B1) = (0, 1), and
D = 1if & or (By,B1) = (1,0). Then, obviously, conditioned on D = d, the bit By_g4 is
uniformly distributed from the receiver’s point of view, even when given By.

Proof: The “only if” implication is well known and straightforward. For the “if” impli-
cation, let z and w be any values with Pz (z,w) > 0. The non-normalized distribu-
tion Pg,p,zw(+,+, 2, w) can be expressed as depicted in the left table in Figure 6.1, with
a+b+c+d = Pzw(z,w) and, by assumption, a+d = b+c. Due to symmetry, we may assume
that a < b. Then we can define D by extending Pp,p, zw (-, -, 2, w) to Pgys,,p,zw (-, 2, w)
as depicted in the right two tables in Figure 6.1. Pg;p, p.zw(:,",", 2, w) is indeed an extension
since by assumption ¢+ (b — a) = d.

a b a a 0 b—a
c d c c 0 b—a
Pp,gy,zw (- 2z,w) Pp,,p,z,w (0,2 w) Pp,,p,zw (-1, 2,w)
Figure 6.1. Distributions Pg,p,,z,w (-, ", z,w) and Py, D,z,w(:, ", 2, w)

It is now obvious that Pg, g, pzw (-, ",0,2,w) = 3Pg,pzw (-0, 2,w) and P g, pzw (", 1,2,w) =
%PBlDZW(', 1, z,w), which finishes the proof. O
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The obvious question is whether there is a natural generalization of Theorem 6.1.3 to
Rand 1-2 String OT. Note that the straightforward generalization of the XOR-condition in
Theorem 6.1.3, requiring that any receiver has no information on the bit-wise XOR of the
two strings, is clearly too weak, and does not imply sender-privacy for Rand 1-2 String OT":
for instance the receiver could know the first half of the first string and the second half of the
second string.

Instead of that, we are considering two-balanced functions as defined in Definition 2.3.1. In
case £ = 1, the XOR is a two-balanced function, and up to addition of a constant it is the only
one. Based on this notion of two-balanced functions, sender-privacy of Rand 1-2 String OT
can be characterized as follows.

Theorem 6.1.4. The sender-privacy condition for a Rand 1-2 {-String OT is satisfied for a
particular (possibly dishonest) receiver B with view W if and only if

Pﬁ(SO,Sl)|W = PUNIF-

for every two-balanced function (3.

The non-perfect version of this theorem handling the error probabilities and its technically
rather involved proof can be found in [DFSS05¢c]. In the next section, we sketch a classical
application of Theorem 6.1.4 and in Section 6.2, we explain how to use it as basis for the
security proof of a protocol in the bounded quantum storage model.

6.1.3 Reducing 1-2 OT to Other Primitives

A great deal of effort has been put into constructing protocols for 1-2 (String) OT based
on physical assumptions like (various models for) noisy channels [CK88, DKS99, DFMS04,
CMWO04] or a memory bounded adversary [CCM98, Din01, DHRS04], as well as into reducing
1-2 (String) OT to (seemingly) weaker flavors of OT, like Rabin OT, 1-2 XOT, 1-2 GOT and
1-2 UOT [Cré87, BC97, Cac98, Wol00, BCWO03]. Note that the latter three flavors of OT are
weaker than 1-2 OT in that the (dishonest) receiver has more freedom in choosing the sort of
information he wants to get about the sender’s input bits By and Bi: By, B or By @ Bj in
case of 1-2 XOT, g(By, B1) for an arbitrary one-bit-output function g in case of 1-2 GOT, and
an arbitrary (probabilistic) Y with mutual information I(BoBi;Y) < 1 in case of 1-2 UOT.?

All these reductions of 1-2 OT to weaker versions follow a specific construction design
(which is also at the core of the 1-2 OT protocols based on noisy channels or a memory-
bounded adversary). By repeated (independent) executions of the underlying primitive, A
transfers a randomly chosen bit string X = (X, X1) € {0,1}™ x {0,1}" to B such that:
(1) depending on his choice bit C, the honest B knows either Xy or X, (2) any A has no
information on which part of X B learned, and (3) any A has some uncertainty in X. Then,
this is completed to a Rand 1-2 OT by means of privacy amplification [BBCM95, HILL99]: A
samples two functions fo and fi from a two-universal class F of hash functions, sends them
to B, and outputs Sy = fo(Xo) and S; = f1(X1), and B outputs S¢ = fo(X¢). Finally, the
Rand 1-2 OT is transformed into a 1-2 OT in the obvious way.

Correctness and receiver-privacy of this construction are clear, they follow immediately
from (1) and (2). How easy or hard it is to prove sender-privacy depends heavily on the

2As a matter of fact, reduceability has been proven for any bound on I(BoBi;Y) strictly smaller than 2.
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underlying primitive. In case of Rabin OT it is rather straightforward. In case of 1-2 XOT
and the other weaker versions, this is non-trivial. The problem is that since B might know
Xo @ X1, it is not possible to argue that there exists d € {0,1} such that B’s uncertainty
on Xji_gq is large when given X;. This, though, would be necessary in order to finish the
proof by simply applying the privacy amplification theorem. We argue that, independent of
the underlying primitive, sender-privacy follows as a simple consequence of Theorem 6.1.4,
our characterisation from last section, and Proposition 2.3.2, the observation regarding the
composition of two-balanced functions with strongly two-universal hash functions.

Briefly, sender-privacy for a construction as sketched above can be argued as follows.
The only restriction is that F needs to be strongly two-universal. From the independent
repetitions of the underlying weak OT (Rabin OT, 1-2 XOT, 1-2 GOT or 1-2 UOT) it follows
that B has “high” collision entropy in X. Hence, for any two-balanced function 3, we can
apply the privacy amplification theorem [BBCM95, HILL99] to the (strongly) two-universal
hash function 3(fo(-), f1(+)) and argue that 8(fo(Xo), f1(X1)) is close to uniform for randomly
chosen fy and fi. Sender-privacy then follows immediately from Theorem 6.1.4.

More details and a quantitative comparison of this approach to other reductions can be
found in [DFSS05¢].

6.2 1-2 OT in the Bounded Quantum-Storage Model

6.2.1 The Definition

In this section, we are considering quantum protocols for Rand 1-2 ¢-String OT. For conve-
nience, the formalism of Section 4.1 is repeated here. In- and outputs of the honest players
are classical, described by random variables, the protocol may contain quantum computation
and quantum communication, and the view of a dishonest player is quantum, and is thus de-
scribed by a random state. Any such two-party protocol is specified by a family {(A,,, By,) }n>0
of pairs of interactive quantum circuits (i.e. interacting through a quantum channel). Each
pair is indexed by a security parameter n > 0, where A, and B,, denote the circuits for sender
Alice and receiver Bob, respectively. In order to simplify the notation, we often omit the
index n, leaving the dependency on it implicit.

Ideally, we would like to extend the work of [CSSWO05] sketched in Section 6.1.1 to quantum
protocols. In such a setting, the auxiliary input of the dishonest player (which can be thought
of as the environment the protocol runs in) will be a random quantum state and it is not
clear if everything can be translated in the straightforward way from the classical case. It is
current research to further investigate this point. In the following, we assume that also in the
quantum setting, it is sufficient to build Rand 1-2 ¢-String OT which can then be transformed
into a proper 1-2 String OT by the classical reduction. As a first try, we ignore the auxiliary
input for the dishonest player (and therefore give up composition issues for now) and give a
formal definition analogous to the classical one.

Let us fix the following notation: Let C denote the binary random variable describing B’s
choice bit and let Sy, S1 denote the £-bit long random variables describing A’s output strings.
Furthermore, for a dishonest sender A (respecively E) let pz (pg) denote the random state
describing A’s (g’s) complete view of the protocol. Note that for a fixed candidate protocol
for Rand 1-2 ¢-String OT, and for a fixed input distribution Pg, depending on whether we
consider a dishonest A and an honest B, or an honest A and a dishonest g, the corresponding
joint distribution P, < So respectively Pg;g, p; is uniquely determined.
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Definition 6.2.1 (Quantum Rand 1-2 OT). In a (quantum) Rand 1-2 OT protocol be-
tween sender A and receiver B, A has no inputs B holds a choice bit C' € {0,1}. We call the
protocol secure if it fulfills the three following requirements:

Correctness: If both players honestly follow the protocol, A outputs two bitstrings Sg, S1 €
{0,1}* and B outputs Sc.

Sender-privacy: If A is honest, then for any (possibly dishonest) B with view pg, there
exists a random variable D with range {0,1} such that A outputs So,S1 € {0,1} and

d(S1-p [{C} @ {D} @ {Sp}t®pg) =0

Receiver-privacy: If B is honest, then for any (possibly dishonest) A with view pa on the
protocol, it holds that

{CY @ pxl = {CYH @ [pal-

If one of the properties only holds with respect to a restricted class 24 of A’s respectively B
of B’s, then this property is said to hold and the protocol is said to be secure against 2
respectively 8.

The same remarks about errors as for the classical Definition 6.2.1 apply. Furthermore,
the definition can be extended to (quantum) I-2 String OT.

6.2.2 The Protocol

We introduce a quantum protocol for Rand 1-2 ¢-String OT that we want to show perfectly
receiver-private (against any sender) and statistically sender-private against any quantum
memory-bounded receiver.

The simple protocol is described in Figure 6.2: A sends random BB84 states to the receiver
B. Bob then measures all received qubits according to his choice bit C'. Let F,, /; denote a class
of strongly two-universal hash functions mapping the appropriate amount of bits (assumed to
be n/2 for the rest) to £ bits. Alice picks randomly two hash functions from F,,/, and applies
them to z|; . and x|r, to obtain her output strings Sp and S;. She announces the encoding
bases and the hash functions to Bob. Intuitively, a dishonest receiver Bob who cannot store
all the qubits until the right bases are announced, cannot learn both strings simultanously.
(In order to avoid aborting, we specify that if a dishonest A refuses to participate, or sends
data in incorrect format, then B samples its output string s, uniformly at random in {0, 1}*.)

The security of the Rand 1-2 £-QOT protocol against receivers with bounded-size quantum
memory holds as long as the bound applies before Step 4 is reached. Exactly as in Sec-
tion 6.2.2, Figure 6.3 describes a EPR-~version EPR Rand 1-2 ¢-QOT of Rand 1-2 /-QOT which
is securitywise equivalent. We omit the proofs here.

As for EPR-QOT, we have that EPR Rand 1-2 ¢-QOT is perfectly receiver-private, because
it is non-interactive, i.e. no information flows from B to A.

6.2.3 Security against Dishonest Receivers

We can model dishonest receivers in EPR Rand 1-2 (-QOT exactly the same way as in Chapter 4
and reuse the class B, from Definition 4.3.1. Our final goal is to proof the following theorem.
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Rand 1-2 ¢/-QOT:

1. A picks x € {0,1}" and a random index set of positions I, Cgr {1,...,n} and
defines Iy :={1,...,n} \ I;.

2. Fori=1,2,...,n: Ifi € I, Asends |x;), toB. If otherwise i € I, A sends |z;) .

3. B measures all qubits in basis [+, x|, where ¢ is B’s choice bit. Let 2’ € {0,1}" be
the result.

4. A picks two hash functions fo, fi €r F,/2 and outputs so: = fo(z|r,),s1:=
fi(z|r,). She announces I, I, fo, fi to B.

5. B outputs s.:= f.(2'|1.).

Figure 6.2. Quantum Protocol for Rand 1-2{String OT.

EPR Rand 1-2 /-QOT:
1. A prepares n EPR pairs each in state [2) = %(!00) + [11)).
2. A sends one half of each pair to B and keeps the other halves.
3. B measures all qubits in basis [+, X].. Let 2’ € {0,1}" be the result.

4. A picks a random index set of positions I, Cpgr {1,...,n} and defines I : =
{1,...,n} \ I4+. For r € {+,x} and ¢ € I,, she measures the ith qubit in ba-
sis 7. Let z € {0,1}" be the outcome. A picks two hash functions fo, f1 €r Fuy2
and outputs sg := fo(z|r, ), s1:= fi(z|r, ). She announces I, Iy, fo, f1 to B.

5. B outputs s. = f.(2'|1,).

Figure 6.3. Protocol for EPR-based Rand 1-2¢String OT .

Theorem 6.2.2. For all v < %, EPR Rand 1-2 (-QOT is secure against B ..

Proof Sketch: It remains to show the sender-privacy of EPR Rand 1-2 /-QOT. The proof
proceeds in three steps:

1. We prove that, even given the knowledge of the bases I, Ix and the hash functions, an
entropic uncertainty relation assures that there is some uncertainty about the outcome
of x. The difficulty in this step is that we don’t know how Bob compressed his half
of the EPR pairs and therefore, we have to handle arbitrary correlations between the
bit-positions of x. Azuma’s inequality is used to prove Theorem 6.2.3 below. This
result might be a useful tool in other contexts as well: Whenever we have a certain
amount of entropy for each single position Z; given the previous history, Theorem 6.2.3
guarantees that this entropy accumulates over the whole string Z4,..., Z, in terms of
smooth min-entropy (even when the Z; are not independent).

2. In order to use our classical characterisation of sender-privacy with balanced functions
from Section 6.1.2, we have to prove a quantum version of Theorem 6.1.4. It turns out
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that using the Schmidt decomposition for pure bipartite quantum states, the quantum
case reduces nicely to the classical one. The result is Theorem 6.2.5.

3. We conclude the proof by combining the two previous tools with the smooth-entropy
version of privacy amplification against quantum adversaries (Theorem 6.2.6): Corol-
lary 6.2.4 gives us enough smooth entropy such that a memory size of less than n/2
qubits is not enough to have information about G(fo(z|r, ), f1(x|r,)) for any balanced
function § except with negligible probability. Hence, the conditions of Theorem 6.2.5
are fulfilled and sender-privacy holds (except with negligible probability).

0

Theorem 6.2.3. Let Zy,...,Z, be n random variables (not necessarily independent) over
alphabet Z and let 0 < v < 1. If there exist real numbers h > 0 such that for all 1 <i<n
and z1,...,2i_1 € Z:

H(Zi’21 = 21y ,Zi—l = Zi—l) > h

then
H: (Z1,...,Zyn) > n(h —2y),

ﬁne—«xp<g§ﬁiﬂ@?Gﬁ>'

Corollary 6.2.4. Let O, indicate the basis in which Alice measures the ith qubit in EPR Rand 1-2 /-
QOT and let X; be the outcome. For a 0 < § < 1, there exists an € exponentially small in n,
such that 1

HE (X1, Xa|O1, ., 00) (5 = 9).

Proof Sketch: Define Z; := (X;,0;). It holds that

H(Zi|Zy = 21, ., Zi1 = zi1)
=H(X;|0,Z1 =21,...,Zi1 = 2i1) + H(©4|Z1 = 21,..., Zi—1 = 2i—1)
1 3
>-41="
Z 5 + %
where the inequality holds because ©; is chosen uniformly at random and the entropic uncer-
tainty relation by Maassen and Uffink (3.1) for one qubits yields

1 1
H(Xi|©i) = 5 (HQ") +H(Q)) = 5
Note that the uncertainty relation holds for arbitrary one-qubit states and therefore also for
the state conditioned on the previous history Z1 = 21,...,2Z;_1 = z;_1.
We then use Theorem 6.2.3 and the chain rule for smooth min-entropy to conlude:

H (Xq,..., X,]01,...,0,)

> HE(X1,01), . (X0, 00)) — Ho(O1,...,0,) — log <1>

e
3 1
Zmi—v%ﬂ%J%<g)

Choosing the €’s and v correctly as a function of § yields the result. O
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Theorem 6.2.5 (Quantum Balanced Function Theorem). If for all balanced functions
B:{0,1} x {0,1}* — {0,1}, it holds that d(3(So,S1) | p) = 0, then there exists a random
variable D such that

d(S1-p [{Sp} @ {D} @ p) =0.

Theorem 6.2.6 (Privacy Amplification [RKO05]). Lete > 0, X be distributed over {0,1}",
and let p be a random state of q qubits®. Let F be the random variable corresponding to the
random choice (with uniform distribution and independent from X and p) of a member of a
two-universal class of hashing functions F. Then

dF(X) | {F} & p)) < %2—é(Hsou{X}eap])—qup})—l) Lo

< %Q—aH;o(X)—q—l) 4o

3Remember that p can be correlated with X in an arbitrary way. In particular, we can think of p as an
attempt to store the n-bit string X in g qubits.



Chapter 7

Conclusion and Further Research

7.1 Conclusion

We have presented new entropic uncertainty relations based on min-entropy and shown how to
construct Rabin OT and BC securely in the bounded quantum-storage model. Our protocols
require no quantum memory for honest players and remain secure provided the adversary has
only access to quantum memory of size bounded by a large fraction of all qubits transmitted.
Such a gap between the amount of storage required for honest players and adversaries is not
achievable by classical means. All our protocols are non-interactive and can be implemented
using current technology. We have given an outline of current research concerning the security
definition of classical 1-2 OT, a characterisation of sender-privacy of classical 1-2 OT, and we
have sketched the security of a protocol for 1-2 OT in the bounded quantum storage model.

It is interesting to note that it makes perfect sense to perform our protocols over short
(lab-range) distances of some meters. This is in contrast to quantum key-distribution which
only makes sense when the two parties are far enough apart, so that they cannot talk to each
other using their voice nor physically exchange messages.

7.2 Further Research

Chapter 6 contains the main ideas of ongoing research. In the following, we list some ideas
and possible extensions along these lines.

7.2.1 Entropic Uncertainty Relations

An error term (that we like to keep negligible) is inherent to the approach taken in Section 3.2
to develop uncertainty relations based on min-entropy. This error term is the barrier to extend
the results to more than 2"/% mutually unbiased bases. We think this error term can only
be avoided by exploiting the enourmous symmetry in the setting (remember that geometry
was also the key to Larsens Theorem 3.1.2). We conjecture that also for the sum of the
max-probability holds (analogous to (3.3) for the collision probabilities) that for 1 < M < N:

M
A M
=0

40
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which would be tight. If the system is in a basis-state of one of the mutually unbiased
bases, the other probability distributions will all be uniform and therefore their maximal
probabilities will be equal to 1/N.

7.2.2 Rabin String OT

In Chapter 4, we only considered Rabin OT of one bit per invocation. Our technique can
easily be extended to deal with string Rabin OT, essentially by using a class of two-universal
functions with range {0,1}*" rather than {0,1}, for some A with v + A < 3 (respectively

2
< 1%7 - @ for BB84-QOT).

7.2.3 Stronger Binding Condition and String Commitments

The binding condition given in Definition 5.2.2 is weaker than the classical one, where one
would require that a bit b exists such that py(n) is negligible. But it is the best that can be
achieved for a general quantum adversary who can always commit to 0 and 1 in superposition.
However, an adversary with bounded quantum storage cannot necessarily maintain a com-
mitment in superposition since the memory compression may force a collapse. Indeed, using
the new techniques from Section 6.2, we should be able to show that commitment schemes
exist satisfying the stronger binding condition. COMM can easily be transformed into a string
commitment scheme simply by committing bitwise, at the cost of a corresponding blow-up of
the communication complexity. In order to prove this string commitment secure, though, it
is necessary that COMM is secure with respect to the stronger security definition.

7.2.4 Better Memory Bounds

For the BB84-version BB84-QOT of the protocol QOT, which works under weakened physical
assumptions, the tools from Section 6.2 might yield better memory bounds.

In all our security proves, we can not exceed memory bounds of n/2 qubits, whereas
intuitively, these protocols are secure against adversaries with larger quantum memory. The
reason for this barrier is that in the uncertainty relation established in Theorem 3.2.1, we
are completly ignoring the form of the purification of the state of register A. Translated into
the setting of Rabin OT, this means that we give Bob complete control over the combined
state of the system (formally, over the complex coefficients a, and the states |¢,) in |¢p) =
> ozefo1}n ap|z)?|d)) and we are not using the structure(i.e. its entropy) that is given by
Bob’s abilities to compress the original system by adjoining anzillas, unitarily transforming
and partially measuring. Therefore, the limiting factor in the uncertainty relation is the
coefficient of 27™/2 stemming from the Hadamard-transformation over n qubits.

Similarly in Section 6.2, where we are simplifying matters by ignoring Bob’s actions on
his part of the system and achieve the bound of Corollary 6.2.4, which is the best we can
hope for, because it’s origin, the Maassen-Uffink relation (3.1) is optimal (equality holds for
example for the basis-state |0)).

To increase the memory bounds, we have to make use of the additional entropy in Bob’s
part of the system. We hope that better results can be achieved using the latest results about
privacy amplification in the presence of quantum adversaries from [Ren05]. The clarity of the
setting in the commitment scheme COMM might be a good starting point.
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7.2.5 Quantum Composition Framework and Memory Bounds under Com-
position

In order to give the correct security definitions for quantum two-party protocols, it would
be desirable to have a framework similar to the one in [Gol04] for quantum protocols. As
mentioned in Section 6.2.1, the auxiliary input to a dishonest player describing the previous
knowledge gathered will be a random quantum state. The difficulty in quantum UC frame-
works like [BM04, Unr02] is that one has to keep track of whether and when measurements
are performed. The mentioned frameworks are still at a formally very complicated stage and
therefore, a simple solution seems to be difficult to achieve for the moment.

In a bounded-storage model, one has to ask what memory bounds mean and how they
scale when composing protocols. Does the same bound have to hold for each single protocol?
If a (quantum) adversary collects qubits over several protocols, when and which memory
bound is needed to achieve security?

7.2.6 1-m OT and String Commitments

Using encodings into more than two mutually unbiased bases, we can think of protocols for 1-
m OT or String Commitments along the lines of our protocols above, which are more efficient
than via the standard reductions, but proving their security remains a open problem for now.
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